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Beyond the Standard Model

Structure in CMBGravitational LensingGalactic Rotation Curves

We know there is dark matter

... but what is it?
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Why Should Dark Matter be Simple?

�

???

Gauge and Lorentz invariance restrict possible interactions
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U(1)Y ⇥ SU(2)W ⇥ SU(3)s



Portals

Scalar (Higgs): 

Vector (photon):

Neutrino:
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non-standard Higgs decays 

dark sector gains EM 
interactions

not-so-sterile neutrinos
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Vector Portal

MAʹ′ = 0 results in q𝝌 =  𝜖e

quarks & charged leptons 
have 𝜖･e coupling to Aʹ
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If new particles are gauged by a new U(I)  then their electromagnetic charges may be shifted by a calculable amount.  

Suppose a theory has just one U(1) gauge factor 
and consider two fermions with charges in an integer 
ratio. This charge ratio will be a property of the effec- 
tive theory at any scale, since a Ward identity ensures 
that renormalization of charge only arises from the 
wave function renormalization of the gauge field. But 
a theory which has two or more U(1) gauge factors 
can have nondiagonal wave function renormalization 
in the space of U(1) gauge fields. As we will see, this 
implies that charges which are integer multiples at one 
scale need not be integer multiples in the effective the- 
ory at another scale. Charges can be shifted by some 
amount e. 

We note that the physics which is responsible for e 
charge shifts may be occurring at arbitrarily high ener- 
gy scales, since we are discussing a property of the re- 
normalizable part of the effective theory. But we will 
fred that e charge shifts with respect to a massless 
U(1) will persist down to arbitrarily low energies only 
if two U(1) gauge fields remain massless. 

We consider two abelian gauge symmetries, U1 (1) 
and U2(1). Fermions will carry subscripts 1, 2, 12, and 
0 depending on whether they carry only charge 1, only 
charge 2, both charges or neither charge respectively. 
For example, if we want to associate the photon with 
UI(1) then all known fermions are either of type fl or 
f0. But f12 fermions can contribute to the off-diagonal 
vacuum polarization diagram in fig. 1. We will illustrate 
how a nonvanishing contribution arises due to mass 
splittings among f12 fermions. The result is an effective 
interaction between an fl and an f2. Intuitively, virtual 
f12 pairs around an fl fermion induce an effective "2" 
charge, and vice versa. In the end we will see that the 

Fig. 1. 

abelian fields can always be redefined such that e 
charge shifts occur with respect to just one of the 
U(1)'s. 

Consider a toy model with four fermions fl, f2, f12, 
f12 having charges (el, 0), (0, e2), (el, e2), (el, -e2)  
under a vector U 1 (1) X U2(1) gauge symmetry. As- 
sume that m12' > m12 > ml ~ m2. From the first in. 
equality and the charge assignments the diagram in 
fig. 1 with f12 and f12 contributions is nonvanishing 
and finite. To study its effect we can define the theory 
to have conventional gauge field kinetic terms at some 
scale A' > m12'. Then we can consider the effective 
theory at some scale A, ml,2 < A < m12, in terms of 
the same fields. The gauge field kinetic terms take the 
form 

--4Lkin(A ) = xI(Ff~) 2 + x2(F~V) 2 + 2xFfVF2/~v. (1) 

For illustration we can arrange the couplings and mass 
scales so that the lowest order result in the couplings 
el and e2 approximates well the small deviations from 
Lkin(A'). Xl -- 1 and ×2 - 1 are the usual diagonal vac- 
uum polarizations involving logs of ratios of A', A, 
m12', and m12, while 

× = ( e l e2 /6~ )  ln(ml2'/ml2). (2) 

We can define new gauge fields A~ u andA~ u to re- 
gain diagonal kinetic terms with conventional normali- 

196 

Volume 166B, number  2 PHYSICS LETTERS 9 January  1986 

TWO U(1)'S AND ¢ CHARGE SHIFTS 

Bob HOLDOM 
Department of Physics, University of Toronto, Toronto, Ontario, Canada M5S IA 7 

Received 24 October 1985 

If new particles are gauged by a new U(I)  then their electromagnetic charges may be shifted by a calculable amount.  

Suppose a theory has just one U(1) gauge factor 
and consider two fermions with charges in an integer 
ratio. This charge ratio will be a property of the effec- 
tive theory at any scale, since a Ward identity ensures 
that renormalization of charge only arises from the 
wave function renormalization of the gauge field. But 
a theory which has two or more U(1) gauge factors 
can have nondiagonal wave function renormalization 
in the space of U(1) gauge fields. As we will see, this 
implies that charges which are integer multiples at one 
scale need not be integer multiples in the effective the- 
ory at another scale. Charges can be shifted by some 
amount e. 

We note that the physics which is responsible for e 
charge shifts may be occurring at arbitrarily high ener- 
gy scales, since we are discussing a property of the re- 
normalizable part of the effective theory. But we will 
fred that e charge shifts with respect to a massless 
U(1) will persist down to arbitrarily low energies only 
if two U(1) gauge fields remain massless. 

We consider two abelian gauge symmetries, U1 (1) 
and U2(1). Fermions will carry subscripts 1, 2, 12, and 
0 depending on whether they carry only charge 1, only 
charge 2, both charges or neither charge respectively. 
For example, if we want to associate the photon with 
UI(1) then all known fermions are either of type fl or 
f0. But f12 fermions can contribute to the off-diagonal 
vacuum polarization diagram in fig. 1. We will illustrate 
how a nonvanishing contribution arises due to mass 
splittings among f12 fermions. The result is an effective 
interaction between an fl and an f2. Intuitively, virtual 
f12 pairs around an fl fermion induce an effective "2" 
charge, and vice versa. In the end we will see that the 

Fig. 1. 

abelian fields can always be redefined such that e 
charge shifts occur with respect to just one of the 
U(1)'s. 

Consider a toy model with four fermions fl, f2, f12, 
f12 having charges (el, 0), (0, e2), (el, e2), (el, -e2)  
under a vector U 1 (1) X U2(1) gauge symmetry. As- 
sume that m12' > m12 > ml ~ m2. From the first in. 
equality and the charge assignments the diagram in 
fig. 1 with f12 and f12 contributions is nonvanishing 
and finite. To study its effect we can define the theory 
to have conventional gauge field kinetic terms at some 
scale A' > m12'. Then we can consider the effective 
theory at some scale A, ml,2 < A < m12, in terms of 
the same fields. The gauge field kinetic terms take the 
form 

--4Lkin(A ) = xI(Ff~) 2 + x2(F~V) 2 + 2xFfVF2/~v. (1) 

For illustration we can arrange the couplings and mass 
scales so that the lowest order result in the couplings 
el and e2 approximates well the small deviations from 
Lkin(A'). Xl -- 1 and ×2 - 1 are the usual diagonal vac- 
uum polarizations involving logs of ratios of A', A, 
m12', and m12, while 

× = ( e l e2 /6~ )  ln(ml2'/ml2). (2) 

We can define new gauge fields A~ u andA~ u to re- 
gain diagonal kinetic terms with conventional normali- 

196 

“kinetic mixing”

MAʹ′ > 0

e+

e�
e

𝛾*
Aʹ′×𝜖

MAʹ′ > 0

𝛾*𝛾 Aʹ′𝜖×

𝛾 Aʹ′
𝜓

𝜓

SM dark

6



The Grand Parameter Space!
14 The Low-Energy Frontier of Particle Physics

Figure 4: Summary of cosmological and astrophysical constraints for hidden pho-

tons (kinetic mixing χ vs. mass mγ′) (compilation from Ref. [35]). See the text

for details. In addition we also show laboratory limits (see Sect. 4 for details on

the constraints in the sub-eV regions; at higher mass we have electroweak pre-

cision measurements (EW), bounds from upsilon decays (Υ3S) and fixed target

experiments (EXXX)). Areas that are especially interesting are marked in light

orange.

plasma: the larger ρ, the sooner the p-n freezing the closer n/p becomes to the

high temperature value of 1/2. After decoupling, during the proper primordial

nucleosynthesis, neutrons are mostly confined into 4He nuclei whose primordial

abundance can be measured today, leading to a bound on the non-standard energy

density ρx during BBN, usually expressed as the effective number of extra thermal

neutrino species,

N eff
ν,x ≡

4

7

30

π2T 4
ρx. (22)

A recent determination of this number [42] resulted in

N eff
ν,x = −0.6+0.9

−0.8, (23)

for three standard neutrinos. Therefore, while an extra neutral spin-zero particle

thermalized during BBN is allowed, this is not the case for other WISPs like a

mini-charged particle, for which

N eff
ν,MCP ≥ 1, (24)

or a massive hidden photon, with

N eff
ν,γ′ = 21/16. (25)

l
o
g

1
0
✏

log10 mA0
(eV)
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Natural Coupling Strength?

8

Simplest model: 

generates ✏ ⇠ 10�2 � 10�4

A0�⇤
𝜓

Model with GUT-breaking: 

generates ✏ ⇠ 10�3 � 10�5

→ 10-7 if both U(1) are 
in unified groups.

A0�⇤ x

𝜓



Mass Term?

Possible origin: related to mZ by small parameter. 

e.g. SUSY+kinetic mixing ⇒ scalar coupling to SM Higgs

mA0 ⇠
p
✏ mZ ⇡ MeV – GeV

14 The Low-Energy Frontier of Particle Physics
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Motivated Territory (SM decays)
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FIG. 1: Existing constraints on heavy photons (A0). Shown are existing 90% confidence level
limits from the beam dump experiments E141, E774, Orsay, and U70 [29–32, 35, 37, 38], the muon
anomalous magnetic moment a

µ

[39], KLOE [40], the test run results reported by APEX [12] and
MAMI [13], an updated estimate using a BaBar result [35, 41, 42], and an updated constraint
from the electron anomalous magnetic moment [33, 34]. In the green band, the A0 can explain the
observed discrepancy between the calculated and measured muon anomalous magnetic moment [39]
at 90% confidence level.

2.1.1 Heavy Photons and Dark Matter

The possible role of heavy photons in the physics of dark matter [1, 2] has provided an

urgent impetus to search directly for heavy photons. Results from two classes of dark matter

searches — “indirect” searches for galactic dark matter annihilation and “direct” searches

for dark matter scattering o↵ nuclei — have both been interpreted as potential signals of

dark matter interacting through a heavy photon. Both areas have developed considerably

in recent years, but not decisively. Here we briefly summarize the status of dark matter,

the case for its interactions with heavy photons, and pertinent recent developments in both

𝜖2

Aʹ′
l+

l�

Unexplored

10

mAʹ′ (GeV)
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Figure 1: Present limits (filled or solid) and future reach (dashed) for SI/SD scattering of
DM, shown in terms of the cross-section (left axis) or DM Higgs/Z coupling (right axis). For
SI scattering we show the current limit from XENON100 [1] as well as the projections for
LUX [4], SuperCDMS [5], and XENON1T [3]. For SD scattering we show the current limit
from XENON100 [6] on DM-neutron scattering, as well as the current limit from IceCube [2]
on DM-proton scattering, assuming annihilations into W+W� or tt̄ (estimated). We also show
our estimate for the reach of XENON1T [7] for DM-neutron scattering.

like to ask: what is the characteristic size for the SI and SD cross-sections expected of neutralino
DM which couples through the Higgs and Z bosons? Given the interactions,

L � ch��
2

h(��+ �†�†) + cZ�� �
†�̄µ�Zµ, (2)

then in the limit in which the DM is heavier than the nucleon, the SI and SD cross-sections are

�
SI

= 8⇥ 10�45 cm2

⇣ch��
0.1

⌘
2

�
SD

= 3⇥ 10�39 cm2

⇣cZ��

0.1

⌘
2

. (3)

While �
SD

is typically considerably larger than �
SI

, SI experimental constraints are commensu-
rately stronger than SD, so these two limits are comparable in strength [21, 22]. Note that �

SI

depends on nuclear form factors, in particular the strange quark content of the nucleon. For our
analysis we adopt the lattice values of [20]. A more technical discussion of the strange quark
content of the nucleon is contained in App. A.

The SI scattering of DM with nucleons is highly constrained by null results from direct
detection experiments. At the forefront of this experimental e↵ort is XENON100 [1], an un-
derground, two-phase DM detection experiment which employs a 62 kg radio-pure liquid Xe
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Dark Matter Motivation
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the NR mean, for the search dataset. The spatial
distribution of the events matches that expected from the
ER backgrounds in full detector simulations. We select
the upper bound of 30 phe (S1) for the signal estimation
analysis to avoid additional background from the 5 keV

ee

x-ray from 127Xe.
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FIG. 4. The LUX WIMP signal region. Events in the 118 kg
fiducial volume during the 85.3 live-day exposure are shown.
Lines as shown in Fig. 3, with vertical dashed cyan lines
showing the 2-30 phe range used for the signal estimation
analysis.

Confidence intervals on the spin-independent WIMP-
nucleon cross section are set using a profile likelihood
ratio (PLR) test statistic [35], exploiting the separation
of signal and background distributions in four physical
quantities: radius, depth, light (S1), and charge (S2).
The fit is made over the parameter of interest plus three
Gaussian-constrained nuisance parameters which encode
uncertainty in the rates of 127Xe, �-rays from internal
components and the combination of 214Pb and 85Kr.
The distributions, in the observed quantities, of the four
model components are as described above and do not
vary in the fit: with the non-uniform spatial distributions
of �-ray backgrounds and x-ray lines from 127Xe obtained
from energy-deposition simulations [31].

The energy spectrum of WIMP-nucleus recoils is
modeled using a standard isothermal Maxwellian velocity
distribution [36], with v

0

= 220 km/s; v

esc

= 544 km/s;
⇢

0

= 0.3 GeV/c

3; average Earth velocity of 245 km s�1,
and Helm form factor [37, 38]. We conservatively model
no signal below 3.0 keV

nr

(the lowest energy for which
direct NR yield measurements exist [30, 40]). We do
not profile the uncertainties in NR yield, assuming a
model which provides excellent agreement with LUX
data (Fig. 1 and [39]), in addition to being conservative
compared to past works [23]. We also do not account
for uncertainties in astrophysical parameters, which are
beyond the scope of this work. Signal models in S1 and S2
are obtained for each WIMP mass from full simulations.
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FIG. 5. The LUX 90% confidence limit on the spin-
independent elastic WIMP-nucleon cross section (blue),
together with the ±1� variation from repeated trials, where
trials fluctuating below the expected number of events for
zero BG are forced to 2.3 (blue shaded). We also show
Edelweiss II [41] (dark yellow line), CDMS II [42] (green line),
ZEPLIN-III [43] (magenta line) and XENON100 100 live-
day [44] (orange line), and 225 live-day [45] (red line) results.
The inset (same axis units) also shows the regions measured
from annual modulation in CoGeNT [46] (light red, shaded),
along with exclusion limits from low threshold re-analysis
of CDMS II data [47] (upper green line), 95% allowed
region from CDMS II silicon detectors [48] (green shaded)
and centroid (green x), 90% allowed region from CRESST
II [49] (yellow shaded) and DAMA/LIBRA allowed region [50]
interpreted by [51] (grey shaded).

The observed PLR for zero signal is entirely consistent
with its simulated distribution, giving a p-value for the
background-only hypothesis of 0.35. The 90% C.L.
upper limit on the number of expected signal events
ranges, over WIMP masses, from 2.4 to 5.3. A variation
of one standard deviation in detection e�ciency shifts
the limit by an average of only 5%. The systematic
uncertainty in the position of the NR band was estimated
by averaging the di↵erence between the centroids of
simulated and observed AmBe data in log(S2b/S1). This
yielded an uncertainty of 0.044 in the centroid, which
propagates to a maximum uncertainty of 25% in the high
mass limit.

The 90% upper C. L. cross sections for spin-
independent WIMP models are thus shown in Fig. 5
with a minimum cross section of 7.6⇥10�46 cm2 for a
WIMP mass of 33 GeV/c2. This represents a significant
improvement over the sensitivities of earlier searches [42,
43, 45, 46]. The low energy threshold of LUX permits
direct testing of low mass WIMP hypotheses where
there are potential hints of signal [42, 46, 49, 50].
These results do not support such hypotheses based

LUX!

These dark photons 
are important in 

models with light DM!

MeV

non-SM force carriers
welcome down

here too!



A′ Explains Astrophysical Anomalies

DM

A0

Hidden 
Sector

No proton excess:
expected if MA′ < 2Mp

12

expected
spectrum
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FIG. 6: The same as in Figs. 1, 2, 4 and 5 but for a diffusion zone half-width of L = 8 kpc, and for broken power-law spectrum
of electrons injected from cosmic ray sources (dN

e
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e
− ∝ E−2.65

e
below 85 GeV and dN

e
−/dE

e
− ∝ E−2.3

e
above 85 GeV).

The cross sections are the same as given in the caption of Fig. 5. With this cosmic ray background, we show the dark matter
models compared to the measurements of the cosmic ray positron fraction and the overall leptonic spectrum. Even with the
presence of a break, there is a preference towards models with softer injection e± spectra; with the 1.6 TeV to e±, µ±, π± case
providing the best χ2/d.o.f. fit to the AMS (Fermi) lepton data of 0.82(0.51). The 2.5 TeV to 2µ+ 2µ−, gives a χ2/d.o.f. fit
of 1.32(1.07) and the 3.0 TeV to 2π+ 2π− a fit of 1.00(1.03). We remind that in the Fermi error-bars we do not include an
overall shift from the energy resolution uncertainty.

(1.1×105 years), although somewhat more distant (290
parsecs), and more slowly rotating (P = 390 ms). These
parameters, combined with their measurements of Ṗ , im-
ply that Geminga and B0656+14 have each lost approx-
imately 3 × 1049 erg and 1 × 1049 erg of rotational en-
ergy since their births, respectively. If 4-5% of this en-
ergy went into the production and acceleration of ener-
getic e+e− pairs, then these pulsars could be responsi-
ble for the observed rise in the cosmic ray positron frac-
tion [22, 23]. If we combine these two sources with the
somewhat smaller contribution expected from the sum
of all more distant pulsars [22], we estimate that if 3-
4% of the total energy from pulsars goes into energetic
pairs, this would be sufficient to account for the observed
positrons.

IV. SUMMARY AND DISCUSSION

In this paper, we have revisited both annihilating dark
matter and pulsars as possible sources of the rising cos-
mic ray positron fraction. Using the newly published,
high precision data from AMS, we have considered a wide
range of dark matter models and cosmic ray propagation
models. We find that models in which the dark mat-
ter annihilates directly to leptons (e+e− or µ+µ−) are
no longer capable of producing the observed rise in the
positron fraction. Models in which the dark matter an-
nihilates into light intermediate states which then decay
into combinations of muons and charged pions, however,
can accommodate the new data (see Fig. 6). In those
dark matter models still capable of generating the ob-
served positron excess, the dark matter’s mass and anni-

hilation cross section fall in the range of ∼1.5-3 TeV and
〈σv〉 ∼ (6− 23)× 10−24 cm3/s.
We have also considered pulsars as a possible source

of the observed positrons. In particular, we find that for
reasonable choices of spectral parameters and spatial dis-
tributions, the sum of all pulsars in the Milky Way could
account for the observed positrons (see Fig. 8) if, on av-
erage, 10-20% of their total energy goes into the produc-
tion and acceleration of electron-positron pairs (assuming
a birth rate of one per century throughout the Galaxy,
each with an average total energy of 1049). It may also be
the case that a small number of nearby and young pulsars
(most notably Geminga and B0656+14) could dominate
the local cosmic ray positron flux at energies above sev-
eral tens of GeV. Taking into account these two excep-
tional sources, we estimate that if 3-4% of the total en-
ergy from pulsars goes into energetic pairs, these objects
could be responsible for the observed positron fraction.
Currently, we cannot yet discriminate between dark

matter and pulsars as the source of the observed positron
excess. We are hopeful, however, that future data from
AMS may change this situation. In addition to contin-
uing to improve the precision of their measurement of
the positron fraction and extending this measurement to
higher energies, AMS will also measure with unprece-
dented precision a number of secondary-to-primary ratios
of cosmic ray nuclei species, which can be used to con-
strain many aspects of the underlying cosmic rays propa-
gation model. Of particular importance is the 10Be/9Be
ratio, for which existing measurements are limited to en-
ergies below 2 GeV (kinetic energy per nucleon), and with
large errors (for a compilation of such measurements, see
Tables I and II of Ref. [63]). In contrast, AMS is ex-
pected to measure this ratio with much greater precision,
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The cross sections are the same as given in the caption of Fig. 5. With this cosmic ray background, we show the dark matter
models compared to the measurements of the cosmic ray positron fraction and the overall leptonic spectrum. Even with the
presence of a break, there is a preference towards models with softer injection e± spectra; with the 1.6 TeV to e±, µ±, π± case
providing the best χ2/d.o.f. fit to the AMS (Fermi) lepton data of 0.82(0.51). The 2.5 TeV to 2µ+ 2µ−, gives a χ2/d.o.f. fit
of 1.32(1.07) and the 3.0 TeV to 2π+ 2π− a fit of 1.00(1.03). We remind that in the Fermi error-bars we do not include an
overall shift from the energy resolution uncertainty.

(1.1×105 years), although somewhat more distant (290
parsecs), and more slowly rotating (P = 390 ms). These
parameters, combined with their measurements of Ṗ , im-
ply that Geminga and B0656+14 have each lost approx-
imately 3 × 1049 erg and 1 × 1049 erg of rotational en-
ergy since their births, respectively. If 4-5% of this en-
ergy went into the production and acceleration of ener-
getic e+e− pairs, then these pulsars could be responsi-
ble for the observed rise in the cosmic ray positron frac-
tion [22, 23]. If we combine these two sources with the
somewhat smaller contribution expected from the sum
of all more distant pulsars [22], we estimate that if 3-
4% of the total energy from pulsars goes into energetic
pairs, this would be sufficient to account for the observed
positrons.

IV. SUMMARY AND DISCUSSION

In this paper, we have revisited both annihilating dark
matter and pulsars as possible sources of the rising cos-
mic ray positron fraction. Using the newly published,
high precision data from AMS, we have considered a wide
range of dark matter models and cosmic ray propagation
models. We find that models in which the dark mat-
ter annihilates directly to leptons (e+e− or µ+µ−) are
no longer capable of producing the observed rise in the
positron fraction. Models in which the dark matter an-
nihilates into light intermediate states which then decay
into combinations of muons and charged pions, however,
can accommodate the new data (see Fig. 6). In those
dark matter models still capable of generating the ob-
served positron excess, the dark matter’s mass and anni-

hilation cross section fall in the range of ∼1.5-3 TeV and
〈σv〉 ∼ (6− 23)× 10−24 cm3/s.
We have also considered pulsars as a possible source

of the observed positrons. In particular, we find that for
reasonable choices of spectral parameters and spatial dis-
tributions, the sum of all pulsars in the Milky Way could
account for the observed positrons (see Fig. 8) if, on av-
erage, 10-20% of their total energy goes into the produc-
tion and acceleration of electron-positron pairs (assuming
a birth rate of one per century throughout the Galaxy,
each with an average total energy of 1049). It may also be
the case that a small number of nearby and young pulsars
(most notably Geminga and B0656+14) could dominate
the local cosmic ray positron flux at energies above sev-
eral tens of GeV. Taking into account these two excep-
tional sources, we estimate that if 3-4% of the total en-
ergy from pulsars goes into energetic pairs, these objects
could be responsible for the observed positron fraction.
Currently, we cannot yet discriminate between dark

matter and pulsars as the source of the observed positron
excess. We are hopeful, however, that future data from
AMS may change this situation. In addition to contin-
uing to improve the precision of their measurement of
the positron fraction and extending this measurement to
higher energies, AMS will also measure with unprece-
dented precision a number of secondary-to-primary ratios
of cosmic ray nuclei species, which can be used to con-
strain many aspects of the underlying cosmic rays propa-
gation model. Of particular importance is the 10Be/9Be
ratio, for which existing measurements are limited to en-
ergies below 2 GeV (kinetic energy per nucleon), and with
large errors (for a compilation of such measurements, see
Tables I and II of Ref. [63]). In contrast, AMS is ex-
pected to measure this ratio with much greater precision,

Fermi+AMS

A′ ≡ 𝜙



A′ Explains Precision Anomalies

33 PHENOMENOLOGICAL CONSEQUENCES OF A HYPOTHETICAL. . . 197

10

l

(af'b. ands)
dEe. T~vo body decay X-e"e

region of the detector. Since this condition has to be im-
posed in the laboratory frame and not in the center of
mass system, we have found it convenient to determine
the positron spectrum by Monte Carlo sampling. Figure 4
demonstrates that the finite lifetime argument applied to
the case of ansatz (3) indeed can be used to obtain a suffi-
ciently narrow positron spectrum. Assuming a falloff
constant I =300 keV the parameter ~/c~ was chosen as
oo (as in Fig. 1), 0.1, and 0.01 (this corresponds to life-
times of 0 s, 10 s, and 10 s, if b,R=3 cm).
However, as can be seen„ the narrow linewidth in Fig. 4

is bought at the expense of emission intensity since now
most of the particles decay outside the sensitive region of
the detector. Furthermore, since the mechanism depends
on the presence of a low-momentum component in the
particle spectrum, it will not work for the ansatz of Eq.
(5) and similar models. This is demonstrated by the lower
curve in Fig. 3 where bR/r=0. 1 was assumed.

10—

500 1000 1500

III. THE ANOMALOUS MAGNETIC MOMENT

FIG. 4. Positron spectrum as in Fig. 1, assuming I =300
keV. The two lower curves demonstrate the effect of a finite
lifetime allotting the escape of fast X particles out of the sensi-
tive region of the detector. T~o values of the ratio LR/~ have
been assumed, cf. Eq. (6).

the wings. Neglecting any details of the experimental set-
up, the effect can be taken into account by multiplying
the particle spectrum with the (velocity dependent) decay
probability

P (Ez)= 1—exp( bRmz lrpz), —
where AR is a measure for the extension of the sensitive

The existence of a light particle coupling to leptons will
make itself felt not only if it is created on mass shell but
also through virtual processes, i.e., vacuum fluctuation ef-
fects. Most notably, the g factor of the electron (and
muon) will be affected. Since these values are known ex-
perimentally, and understood theoretically, to an exceed-
ingly high accuracy, this will lead us to stringent upper
limits for the X-particle-lepton coupling constant g (and
gI')
The main contribution to the anomalous magnetic mo-

ment of a Dirac particle is determined by the first-order
radiative correction to the photon-lepton vertex [Fig.
5(a)]. In the notation of Ref. 20 the vertex function is
given by

A (p' p)= (n'/4m) I—dzidz2dzp5(1 —zi —z2— )zGi~(p', p, )z/k[m (1—zi) +mzzi —q zizz],

where we have abbreviated the matrix function

G„(p',p, z„)=I";[p'(I—z2)—pz +m]
)&y„[p( 1—zi )—p'zz+ m]I' .

e

/
l q X e

q r- —— ---g r

e

FIG. 5. Feynman graphs for (a) the electron anomalous mag-
netic moment, (1) the interaction of the electron with quarks.

m is the lepton mass and I; denotes the Dirac matrices
leading to bilinear covariants with definite Lorentz
transformation properties. To be specific, we have i =S,
P, V, and A for scalar, pseudoscalar, vector, and axial
vector, i.e., I z——1, Fz ——i y, I"~——y", and I &——y~y'.
In (7) a term contributing to the charge form factor

only has been omitted. To obtain the g factor of a free
particle, the expectation value of A„(p',p) between free
spinors u(p') and u (p) has to be evaluated, subsequently
performing the limit p'~p, i.e., q ~0 for the photon
momentum.
The numerator (8) depends on the type of coupling

through the matrix I;. By repeated use of the anticom-
mutation relations for the Dirac matrices and of the free
Dirac equation (i.e., substituting p~m when acting to the
right and p'~m to the left) the function can be reduced
to the form

19
86

!!

A′ modifies anomalous magnetic 
moment of electron and muon!

– 6–

-700 -600 -500 -400 -300 -200 -100 0

aµ  –  aµ    exp × 10–11
BN

L-E821 2004

JN 09 (e+e–-based)

DHMZ 10 (τ-based)

DHMZ 10 (e+e–)

HLMNT 11 (e+e–)

BNL-E821 (world average)

–299 ± 65

–195 ± 54

–287 ± 49

–261 ± 49

0 ± 63

Figure 2: Compilation of recently published
results for aµ (in units of 10−11), subtracted
by the central value of the experimental av-
erage (3). The shaded band indicates the ex-
perimental error. The SM predictions are taken
from: JN [4], DHMZ [15], and HMNT [19].
Note that the quoted errors do not include
the uncertainty on the subtracted experimen-
tal value. To obtain for each theory calcula-
tion a result equivalent to Eq. (15), the errors
from theory and experiment must be added in
quadrature.

generically, supersymmetric models predict [1] an additional

contribution to aSM
µ

aSUSY
µ ! ± 130 × 10−11 ·

(

100 GeV

mSUSY

)2

tanβ , (16)

where mSUSY is a representative supersymmetric mass scale,

and tanβ ! 3–40 is a potential enhancement factor. Super-

symmetric particles in the mass range 100–500 GeV could be

the source of the deviation ∆aµ. If so, those particles could be

directly observed at the next generation of high energy colliders.
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FIG. 1: Existing constraints on heavy photons (A0). Shown are existing 90% confidence level
limits from the beam dump experiments E141, E774, Orsay, and U70 [29–32, 35, 37, 38], the muon
anomalous magnetic moment a

µ

[39], KLOE [40], the test run results reported by APEX [12] and
MAMI [13], an updated estimate using a BaBar result [35, 41, 42], and an updated constraint
from the electron anomalous magnetic moment [33, 34]. In the green band, the A0 can explain the
observed discrepancy between the calculated and measured muon anomalous magnetic moment [39]
at 90% confidence level.

2.1.1 Heavy Photons and Dark Matter

The possible role of heavy photons in the physics of dark matter [1, 2] has provided an

urgent impetus to search directly for heavy photons. Results from two classes of dark matter

searches — “indirect” searches for galactic dark matter annihilation and “direct” searches

for dark matter scattering o↵ nuclei — have both been interpreted as potential signals of

dark matter interacting through a heavy photon. Both areas have developed considerably

in recent years, but not decisively. Here we briefly summarize the status of dark matter,

the case for its interactions with heavy photons, and pertinent recent developments in both
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Direct Searches for Dark Photons
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FIG. 1. Top: (a) A0 production from radiation off an incoming e�

beam incident on a target consisting of nuclei of atomic number Z.
APEX is sensitive to A0 decays to e+e� pairs, although decays to
µ+µ� pairs are possible for A0 masses mA0 > 2mµ. Bottom: QED
trident backgrounds: (b) radiative tridents and (c) Bethe-Heitler tri-
dents.

liders [5, 9, 12–14]. Hidden sector collider phenomenology
has also been explored in detail in e.g. [15]. Electron fixed-
target experiments are uniquely suited to probing the sub-GeV
mass range because of their high luminosity, large A0 pro-
duction cross section, and favorable kinematics. Electrons
scattering off target nuclei can radiate an A0, which then de-
cays to e+e�, see Fig. 1. The A0 would then appear as a
narrow resonance in the e+e� invariant mass spectrum, over
the large background from quantum electrodynamics (QED)
trident processes. APEX is optimized to search for such a
resonance using Jefferson Laboratory’s Continuous Electron
Beam Accelerator Facility and two High Resolution Spec-
trometers (HRSs) in Hall A [16].

The full APEX experiment proposes to probe couplings
↵0/↵ & 10�7 and masses m

A

0 ⇠ 50 � 550 MeV, a consid-
erable improvement in cross section sensitivity over previous
experiments in a theoretically interesting region of parame-
ter space. Other electron fixed-target experiments are planned
at Jefferson Laboratory, including the Heavy Photon Search
(HPS) [17] and DarkLight [10] experiments; at MAMI [18];
and at DESY (the HIdden Photon Search (HIPS) [19]).

We present here the results of a test run for APEX that took
place at Jefferson Laboratory in July 2010. The layout of the
experiment is shown in Fig. 2. The distinctive kinematics of
A0 production motivates the choice of configuration. The A0

carries a large fraction of the incident beam energy, Eb, is
produced at angles ⇠ (m

A

0/Eb)3/2 ⌧ 1, and decays to an
e+e� pair with a typical angle of m

A

0/Eb. A symmetric con-
figuration with the e� and e+ each carrying nearly half the
beam energy mitigates QED background while maintaining
high signal efficiency.

The test run used a 2.260 ± 0.002 GeV electron beam
with an intensity up to 150 µA incident on a tantalum foil
of thickness 22 mg/cm2. The HRSs’ central momenta were
'1.131 GeV with a momentum acceptance of ±4.5%. Dipole

Septum

Beam

Ta target

Electron, P = E /2

HRS−right

Sieve
Slit

Detectors

.

.

Positron, P = E /2
b

b

HRS−left

FIG. 2. The layout of the APEX test run. An electron beam (left-to-
right) is incident on a thin tantalum foil target. Two septum magnets
of opposite polarity deflect charged particles to larger angles into
two vertical-bend high resolution spectrometers (HRS) set up to se-
lect electrons and positrons, each carrying close to half the incoming
beam energy. The HRSs contain detectors to accurately measure the
momentum, direction, and identity of the particles. Insertable sieve
slit plates located in front of the septum magnets were used for cali-
bration of the spectrometer magnetic optics.

septum magnets between the target and the HRS aperture al-
low the detection of e� and e+ at angles of 5� relative to the
incident beam. Collimators present during the test run reduced
the solid angle acceptance of each spectrometer from a nomi-
nal 4.3 msr to ' 2.8 (2.9) msr for the left (right) HRS.

The two spectrometers are equipped with similar detector
packages. Two vertical drift chambers, each with two orthog-
onal tracking planes, provide reconstruction of particle trajec-
tories. A segmented timing hodoscope and a gas Cherenkov
counter (for e+ identification) are used in the trigger. A two-
layer lead glass calorimeter provides further offline particle
identification. A single-paddle scintillator counter is used for
timing alignment.

Data were collected with several triggers: the single-arm
triggers produced by the hodoscope in either arm, a double co-
incidence trigger produced by a 40-ns wide overlap between
the hodoscope signals from the two arms, and a triple coinci-
dence trigger consisting of the double coincidence signal and
a gas Cherenkov signal in the positron (right) arm. Single-arm
trigger event samples are used for optics and acceptance cali-
bration, described below. The double coincidence event sam-
ple, which is dominated by accidental e�⇡+ coincidences, is
used to check the angular and momentum acceptance of the
spectrometers. These e�⇡+ coincidences are largely rejected
in the triple coincidence event sample by the requirement of a
gas Cherenkov signal in the positron arm.

The reconstruction of e+ and e� trajectories at the target
was calibrated using the sieve slit method, see [16, 20]. The
sieve slits — removable tungsten plates with a grid of holes
drilled through at known positions — are inserted between
the target and the septum magnet during the calibration runs.
In this configuration, data were taken with a 1.131 GeV and a
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FIG. 1: Existing constraints on heavy photons (A0). Shown are existing 90% confidence level
limits from the beam dump experiments E141, E774, Orsay, and U70 [29–32, 35, 37, 38], the muon
anomalous magnetic moment a

µ

[39], KLOE [40], the test run results reported by APEX [12] and
MAMI [13], an updated estimate using a BaBar result [35, 41, 42], and an updated constraint
from the electron anomalous magnetic moment [33, 34]. In the green band, the A0 can explain the
observed discrepancy between the calculated and measured muon anomalous magnetic moment [39]
at 90% confidence level.

2.1.1 Heavy Photons and Dark Matter

The possible role of heavy photons in the physics of dark matter [1, 2] has provided an

urgent impetus to search directly for heavy photons. Results from two classes of dark matter

searches — “indirect” searches for galactic dark matter annihilation and “direct” searches

for dark matter scattering o↵ nuclei — have both been interpreted as potential signals of

dark matter interacting through a heavy photon. Both areas have developed considerably

in recent years, but not decisively. Here we briefly summarize the status of dark matter,
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with a few photons) coming from decaying pion secon-
daries. These "skyshine" particles were very useful for
timing the electronics and setting the experimental gate,
as well as for checking out and monitoring detector per-
formance. During the data taking with the beam dump,
the target was, of course, removed, and the primary elec-
tron beam was transported, without changing steering, to
Beam Dump East.
In order to reduce skyshine background considerable

concrete shielding was added around the beam transport
through End Station A. A lead wall at the upstream end
of End Station A was also useful in reducing skyshine
from sources immediately upstream of End Station A.
The direction and focusing of the electron beam be-

tween End Station A and Beam Dump East was checked
with remotely controlled roller screens. The screens were
coated with ZnS material and marked with a fiducial
grid. The luminescence of the screen when bombarded
with electrons allowed fine adjustment of steering and
focusing. After adjustment and during data taking, the
screens were moved to a position with empty holes, such
that the beam transversed the hole without intercepting
any material.

8. The detector
FIG. 2. Layout of SLAC experiment E137.

through End Station A, site of the classic deep-inelastic
electron scattering experiments. Then the beam contin-
ued through a vacuum pipe to reach Beam Dump East,
located in the beam at the downstream end of the SLAC
research area, where all the beam power was absorbed in
an assembly of aluminum plates interlaced with cooling
water. After Beam Dump East, a hill of 179 m in thick-
ness served as additional absorber for all known particles
other than neutrinos. The detector, an electromagnetic
shower counter with excellent angular resolution, was lo-
cated across a valley from this hill, with 204 m of decay
path between the exit point of the beam from the hill and
the detector.

A. Beam setup

The beam transport to End Station A acted as a
double-focusing spectrometer with an energy-defining slit
located at the intermediate focus. From End Station A
to Beam Dump East, the beam was made parallel. There
were no magnetic elements in this portion of the beam
transport system. The intensity of the beam was rnea-
sured by two 33-in.-diameter toroids on a pulse-to-pulse
basis. The typical momentum spread of the beam was
4p/p =1%.
In End Station A, a remotely controllable aluminum

target of various thicknesses could be inserted into the
beam to generate beam-associated "skyshine" back-
ground. Charged pions produced in this target emerged
into the air space above the top of the hill which was
viewed by the detector. These pions could interact with
the air, producing at the detector mainly muons (along

The detector consisted of an eight-layer, 8-radiation-
length shower calorimeter. Each layer consisted of a
hodoscope of 1.5 mX0. 5 rnX1 cm plastic scintillation
counters, one radiation length of iron or aluminum con-
verter, and one multiwire proportional chamber. For the
first phase of the experiment (-10C of 20-GeV electrons
dumped), each plane was a 2 X 3 mosaic of the 1 m X 1 m
proportiona1 chambers used in the Ferrnilab experiment
of Heisterberg et al. which measured v„e elastic scatter-
ing; aluminum radiator was used. For the final phase of
the experiment (-20 C of 20-GeV electrons dumped)
new 3 m)&3 m proportional chambers of similar design
were installed, and the aluminum radiator was replaced
by steel.
Clearly good angular resolution ( «50 mrad) was

essential, and this capability was obtained from the mul-
tiwire proportional chambers. As shown in Fig. 3, the
two cathode planes of the chambers consist of delay lines
milled from copper-clad 610, one for horizontal readout,
the other for vertical. Each delay line was tapped at
several points (five for the 1 m X 1 m chambers, and 24
for the 3 m X 3 m chambers) and each cathode signal was
fed into a charge-coupled device (CCD) operating at 50
MHz. In order to reduce the attenuation, the delay lines
on the 3 m)&3 m chambers were cut into 23 pieces; 22 of
them had readout on one end only, and one was read out
from both ends. The CCD, acting as a fast analogue shift
register, subdivided an incoming pulse into 20-nsec seg-
ments and stored the charge of each segment into con-
secutive CCD "buckets. " When a trigger from the scin-
tillation hodoscope occurred, the CCD clock rate was re-
duced to 20 MHz until the charges stored in the 36
"buckets" of each CCD could be digitized in sequence by
one analogue-to-digital (ADC) converter. This provided
essentially analogue information on the cathode pulse

SLAC E137

Direct Searches for Dark Photons
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Better Fixed Target Experiments?
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FIG. 5: Expected mass vs coupling parameter space reach full 2014-2015 running (solid red). Red
line contour corresponds to 1 week of beam time at 1.1 GeV, and 3 weeks of beam time at 2.2 GeV
and 6.6 GeV.

spatial resolution. The expected parameter reach in the first phase of the HPS is shown

in Figure 5. The reach in mass-coupling parameter space is calculated using the simulated

detector response as shown in Section 6. The plot shows two distinct regions, one at larger

coupling corresponding to a purely bump-hunt region and another at lower coupling where

the vertex of the A0 decay is displaced.
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Heavy Photon Search (HPS)

• determine invariant mass of A′ decay products (estimate momentum vectors)

• distinguish A′ decay vertexes as non-prompt (extrapolate tracks to their origins)

Tracking and vertexing system immediately downstream from target and inside an analyzing magnet 
provides both measurements with high acceptance from a single, relatively compact detector.
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Physics Backgrounds

• Virtual photon tridents: irreducible

• Bethe-Heitler tridents: dominant

– Distinctive kinematics:

A!  Production and Background Kinematics (mA!≪Ebeam)  
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QED Backgrounds

A! products carry (almost) 
full beam energy!

γ*

(rates before angular cuts)

σ ~ α!/m2 = ε2α/m2 dσ~α2/m3 dm

Symmetric energy, angles in two 
arms optimize A′ acceptance

            E+ ≈ E– ≈Ebeam/2
– Distinctive kinematics:

A!  Production and Background Kinematics (mA!≪Ebeam)  
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6

QED Backgrounds

A! products carry (almost) 
full beam energy!

γ*

(rates before angular cuts)

σ ~ α!/m2 = ε2α/m2 dσ~α2/m3 dm

Symmetric energy, angles in two 
arms optimize A′ acceptance

            E+ ≈ E– ≈Ebeam/2

Searching for New Vector Bosons A0
Decaying to e+e� p. 21
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Figure 13: Positron and electron momenta in A0 signal events with mA0 = 200 MeV (red crosses)
and in Bethe-Heitler background events, for a 3 GeV beam energy. Comparably sized signal and
Bethe-Heitler samples were used to highlight the kinematics of both; in fact the expected signals
are much weaker than the Bethe-Heitler process. The clustering of A0 events at high momenta
near the kinematic limit and of Bethe-Heitler events along both axes are evident. A spectrometer
acceptance window that optimizes signal sensitivity is indicated by the blue box.

spectrometers and momentum acceptance of each spectrometer close to half the beam energy
(blue box).

While the signal over background (S/B) can be significantly improved with a judicious
choice of kinematic cuts, the final S/B in a small resolution limited mass window is still
very low, ⇠ 1%. A “bump-hunt” for a small signal peak over the continuous background
needs to be performed. This requires an excellent mass resolution, which has an important
impact on target design and calls for a target that is tilted with respect to the beam line
(see Appendix B for a discussion of the mass resolution).

5.1 Calculation of the ✏ reach

For all cross sections and rates of reactions described in this proposal, Monte Carlo based
calculations were performed over a grid of beam energy settings and central spectrometer
angular settings. Interpolation was used to extend this grid continuously to intermediate
beam energies and angles — all rates exhibited expected power law behavior, thereby pro-
viding confidence in the reliability of an interpolation. Additional cross checks at specific
points were performed to test the accuracy of our interpolation, which was generally better
than ⇠ 5%.

In order to calculate the ↵0/↵ reach of the proposed experiment for a particular choice
of target nucleus, spectrometer angular setting, profile of wire mesh target, and momentum
bite, the following procedure is performed:

A! Production Kinematics

�
�mA

E

⇥3/2

(wide)

(narrow)

e�

Energy = E

e�

�
�mA

E

⇥1/2 l+

l�

� mA

E
A�

EA!≃Ebeam-mA! 

Ee-≃mA! 

Note mA!/E ↔ θ : 0.5 (DarkLight), 0.3 (MAMI), 0.1 (APEX), 0.03 (HPS) 5

HRS−right

HRS−left

Electron, P = E0/2

Positron, P = E0/2

.

.

Septum

W target

Beam

Nucleus

A�

e+

e�

e�

A′
APEX

acceptance

HPS
acceptance
(after cuts)
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Beam Backgrounds Dominate Occupancy

~ 10-100 mrad

Signal

Mitigating this background requires

• high currents, thin targets to minimize scattering

• operation in vacuum to eliminate secondaries

• DC beam to spread out background in time

• fast ECal to trigger on coincident e± pairs at high rate in short window

• fast tracker with sufficient time resolution to tag hits in trigger window
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~B⊗e� “wall of flame”

4 MHz/mm2

@ 15 mrad
in SVT Layer 1

in vacuum
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High-current DC Electron Beam

CEBAF at JLab

• Simultaneous beam to multiple halls 
with 2 ns bunch separation 

• Ibeam < 100 μA (A&C), 
<500 nA (B) (1 bunch ~ 10000 e-)

• Ebeam = n×1.1 GeV, n≤5 (5.5 GeV Max)
until Spring 2012

• energy upgrade complete 2014: 
Ebeam = n×2.2 GeV, n≤5 (11 GeV Max)

21
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Fast ECal and Trigger

250 MHz Flash ADC readout allows precise, high-rate trigger (under development at JLab)

22

PbW04 crystals with APD readout are fast, radiation tolerant (in hand at JLab)

16 cm

107

6.1.3 Simulated ECal Occupancies

There are two factors limiting the allowable ECal occupancy. First, the ECal readout

algorithm uses a window of fixed size to integrate hit energy. This window was set to 140 ns

(35⇥ 4 ns) for the test run, and so the number of hits above readout threshold in a 140-ns

time window should be well below 1. Figure 57 shows that the maximum rate in any crystal

is 500 kHz, which translates to 0.07 hits in 140 ns. Second, because the FADC only reads

out on a rising threshold crossing, each hit above threshold causes dead time for that crystal

until the pre-amplifier output falls back below threshold. Figure 58 shows the fraction of

time each crystal spends above threshold. The maximum dead time is 0.03, meaning that

even the hottest crystal is sensitive to new hits 97% of the time.

FIG. 57: Rate of hits over 100 MeV (units of kHz) per crystal (X and Y axes are the crystal index),
for 2.2 GeV beam at 200 nA. Top plot uses linear scale for the Z-axis; bottom plot is log scale.
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FIG.20:ArrangementofEcalcrystals.Thetwomodulesarepositionedaboveandbelowthebeam
plane.Eachmodulehas5layers.Thereare46crystalsineachlayer,withtheexceptionofthe
layersclosesttothebeamplaneinwhich9crystalsareremovedtoallowalargeropeningforthe
outgoingelectronandphotonbeams.

FIG.21:TheECalmoduleiscomposedofa16cmlonglead-tungstatecrystal,AvalanchePhoto
Diode,andaamplifierboard.

satisfytheHPSeventselectioncriteriaandwasimplementedwithnewlydevelopedFPGA-

basedtriggerprocessors.NotallaspectsofthetriggersystemweretestedintheHPSTest

Runbecauseofthelowinteractionandbackgroundratesassociatedwithphotonrunning.

ButtheECalanditsreadoutperformedwellandthecriticalgoalsfortheTestRunrun

wereachieved(seeSection5fordetails).WhiletheECalperformanceduringthetestrun

500



SVT Sensor Selection

Low-mass acceptance requires sensors very close to beam...

At 15 mrad, 10 cm from target (L1):

• Active detector 1.5 mm from beam

• Peak occupancy ~4 MHz/mm2 (>LHC pixels)

• Fluence 4.8×1015 e-  ≅  1.6×1014 1 MeV neq. 
in 6 months of running

Also need...

• < 1% X0 per layer (MCS limited)

• ≲ 50 𝜇m single-hit resolution 
in both measurement coordinates

• < $1M for a complete system, soon!

MAPS? (rate)   Hybrid pixels? (mass)

➡Strip sensors (edges 500 µm from beam!)
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Silicon Microstrip Sensors

Production Tevatron RunIIb sensors (HPK):

• Fine readout granularity

• most capable of 1000V bias:
fully depleted for 6 month run.

• Available in sufficient quantities

• Cheapest technology 
(contribution from FNAL)

Technology <100>, p+ in n, AC-coupled

Active Area (L×W) 98.33 mm × 38.34mm

Readout (Sense) Pitch 60μm (30μm)

Breakdown Voltage >350V

Interstrip Capacitance <1.2 pF/cm

Defective Channels <0.1%

24



Front-end Electronics: APV25

Developed for CMS

• available (28 CHF/ea.) 

• radiation tolerant

• fast front end 
(35 ns shaping time)

• low noise (S/N ≅ 25)

• “multi-peak” readout

• ~2 ns t0 resolution!

# Readout Channels 128

Input Pitch 44 μm

Shaping Time 50ns nom. (35ns min.)

Noise Performance 270+36×C(pF)  e- ENC

Power Consumption 345 mW

7. Measurements and Results 91

SNR
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Source: PSI 2005 beam test, run201, n-side, 51 µm

Figure 7.23.: Resolution (RMS of residuls) of the obtained tpeak as a function of the
cluster SNR for the n-side of the UV module. Conditions: Tp = 50 ns,
f = 40 MHz, 12 samples

Time Resolution vs. Peaking Time

UV Module, 51 µm, 50.63 MHz, PSI 2005
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Figure 7.24.: Obtained time resolution as a function of the peaking time for both p-side and
n-side of the 51 µm zone of the UV module measured at the PSI beam test.

order to achieve an accurate resolution of the reconstructed peak time.
Moreover, the time resolution depends on the used peaking time. In the PSI beam test

several measurements with Tp between 35 and 100 ns were performed. The results of
these measurements are shown in fig. 7.24. While the time resolution is almost constant
up to Tp = 65 ns, it decreases significantly at 100 ns. Hence the nominal value of the
APV25 chip (Tp = 50 ns) is recommended to be used for the future Belle SVD.

    

Belle upgrade studies
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Outline

•The case for dark forces

•The HPS experiment

•2012 Test Run
• The HPS test apparatus

• Commissioning and operations

• Results and lessons learned

•2014-2015 Run and beyond

26



HPS Test

27

Proposed 3/11, Installed 4/12

• Develop technical solutions

• Prove operational principles

• Capable of A′ physics (stretch goal)

18D36 dipole

vacuum chamber

SVT

ECal

e�

SVT
Cooling



7

The Test Run ECal

• Mostly the final detector

– Same crystal pattern

– Same cooling system

– Same mechanical structure

• Few differences with final ECal

– Several repairs and upgrade in electronics

– More precise Mechanical mounting system

• One big addition

– Light monitoring system

• Pair of modules (upper and lower) with 221 
crystals each around vacuum chamber

• Crystals/APDs from CLAS Inner Calorimeter

• New motherboards route APD power/signals

• New JLab VXS FADC250 for CLAS12

• No time for light monitoring system.

2

✴MB connect preamplifiers and HV from the ECal to crates

✴MB extend on Left/Right sides out the vessel to host signal and HV connectors

ECal Motherboard 

HPS Test ECal
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ECal Bottom

Motherboards

JLab VXS FADC250
Figure 9: Layout of PbWO4 modules in two halves of the ECal (top)
and ECal assembly together with ECal vacuum chamber (bottom).

the ECal were divided into two low voltage groups and
12 bias voltage groups. Modules in bias voltage groups
were selected to have gain uniformity of ⇠ 20%.

During the test run ECal was mounted downstream
of the analyzing dipole magnet at the distance of about
147 cm from the upstream edge of the magnet. The
gap between innermost edge of the crystals of two parts
was 7.4 cm, centered on the beam plane. The tempera-
ture stability of the system during the test run was better
than 1� F, the temperature uniformity inside the box was
better than 4� F.

5.3. Signal readout

ECal signal readout was organized as follows: the
amplified APD signal from the motherboard is sent to
a 2 : 1 signal splitter. After the split, 2/3 of the signal is
sent a discriminator then to a Time-to-Digital Converter
(TDC). The 1/3 of the signal is fed to a single channel
of 16-channel JLAB Flash Amplitude-to-Digital Con-
verter (FADC250), see Fig.10 [17]. Two 20-slot VXS
crates with 14 (for top ECal) and 13 (for bottom ECal)
FADC bards were employed for the test run.

Figure 10: A Je↵erson Lab FADC250 VXS module.

The FADCs store 12-bit digitized samples at
250 MHz in 8 µs deep pipelines. When a trigger is re-
ceived, the appropriate part of the pipeline is accessed
for the readout. HPS used FADCs in the integration
mode. A predefined number of samples of the signal
that exceeds a predefined threshold have been summed
and stored in 17-bit register for readout. The number
of samples for integration was defined by two parame-
ters that could be set separately, the number of samples
integrated before the signal crossed threshold (NS B)
and the number of samples integrated after the signal
crossed threshold (NS A), see Fig.11. This scheme sig-
nificantly compresses the data input to the FADC. Dur-
ing data analysis, a pedestal value is subtracted to obtain
the actual summed energy.

For various reasons only 385 out of 442 modules
(87%) were operational during the test run. The read-
out threshold was set to 70 MeV, the number of samples
before and after the threshold crossing were NSB=5 and
NSA=30, respectively.

6. Trigger and Data Acquisition

The HPS Test apparatus DAQ handles the acquisi-
tion of data from two sub-detectors: the SVT and the
ECal, with two DAQ architectures. The SVT is read-
out with Advanced Telecom Communications Architec-

10
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HPS Test SVT
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Layer 1 Layer 2 Layer 3 Layer 4 Layer 5

z position, from target (cm) 10 20 30 50 70

Stereo Angle (mrad) 100 100 100 50 50

Bend Plane Resolution (μm) ≈ 60 ≈ 60 ≈ 60 ≈ 120 ≈ 120

Non-Bend Resolution (μm) ≈ 6 ≈ 6 ≈ 6 ≈ 6 ≈ 6

# Bend Plane Sensors 2 2 2 2 2

# Stereo Sensors 2 2 2 2 2

Dead Zone (mm) ±1.5 ±3.0 ±4.5 ±7.5 ±10.5

Power Consumption (W) 7 7 7 7 7

target

Vertexing Pattern Recognition

M o m e n t u m

e�

wire
scanner

Linear shifts for 
tracker/target motion

Support plates
Motion levers

Hinged
“C” support

e�
e+

60 cm



Test SVT 

Half Modules (20):

 Thin CF frame + FR4 hybrid + sensor

Full module: 

Half-modules held back-to-back on 
Al cooling block w/ Cu tubes

➡0.7% X0 average per 3d measurement

• 28/30 half-modules pass QA with good noise, 
linearity, uniformity, time resolution

• Assembly precision at cooling block: 
x-y ~10 𝜇m,  z ~ 25 𝜇m

• Silicon cooling and flatness
compromised by design
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Gain Curve

Inclusion of Hit-timing Information in
HPS Track Reconstruction

Sho Uemura (SLAC), on behalf of the HPS Collaboration
SLAC National Accelerator Laboratory, Menlo Park, CA 94025

The Heavy Photon Search is an experiment aimed at discovering a hidden-sector, heavy photon. Key to the experiment is the ability to run a silicon vertex tracker in the high-background environment downstream
of a target hit by an intense electron beam. We plan to accomplish this using the continuous duty cycle of the CEBAF accelerator at Jefferson Lab, combined with time reconstruction of hits in the silicon microstrips
to discard hits with times too far removed from the trigger time. Data from a parasitic test run shows that we can obtain time resolution of �t = 3 ns, with expected improvement to 2 ns; this will allow us to apply
a hit time window of 8 ns as required for the full experiment.

Tracker Requirements

HPS uses an electromagnetic calorimeter to generate triggers
with 4ns time resolution and trigger rates up to 50 kHz. A sili-
con microstrip tracker is used for momentum measurement and
vertexing, both of which are critical to A’ identification.
The test run tracker is made up of five measurement layers (six in
the full experiment), each containing a stereo pair of two closely
spaced planes of silicon microstrip sensors to measure both X
and Y coordinates for momentum measurement and track iden-
tification.

Figure 1: Rendering of the HPS test run tracker.

Figure 2: Bottom half of the HPS test run tracker. The APV25
readout chips are visible at the left end of the sensor.

Scattered beam electrons create a “sheet of flame” in the bend-
ing plane of the magnetic field. The tracker is split in two halves
above and below this region, but the edges of the tracker still see
very high background rates.
For good tracking performance, the tracker occupancy must be
held below 1%; this sets the minimum distance between the sen-
sors and the beam. The HPS proposal assumes that tracker hit
times can be assigned to 8 ns windows without significant loss
of efficiency. This puts layer 1 of the tracker at 1.5 mm from the
beam.

Figure 3: Strip occupancy in the first layer as a function of dis-
tance from the beam plane, for 400 nA beam (as expected for
the full run) and an 8 ns time window. Blue highlight marks the
“dead zone” of excessive occupancy.

APV25 Readout and Hit Reconstruction

We read out the microstrips using the APV25 chip developed for
the CMS tracker at the LHC. The APV25 preamplifier and shaper
produce a CR-RC shaping curve with a shaping time Tp which for
the test run was set at 50 ns (35 ns in the full run).
The APV25 samples the shaper output once per clock cycle (24
ns for HPS), and in “multi-peak” mode, outputs 3 consecutive
samples per trigger request. HPS reads out 6 samples for each
trigger. The samples are fit to the pulse shape to find the hit time
relative to the APV25 clock.

Figure 4: APV25 shaping curve as measured using internal cal-
ibration circuit. Black curve is the measured pulse shape; red
curve is the best-fit CR-RC pulse shape.

Adjacent strip hits are clustered to form tracker hits. The am-
plitude of the tracker hit, corresponding to charge deposition in
the sensor, is the sum of the strip hit amplitudes. The time of
the tracker hit is the mean of the strip hit times, weighted by hit
amplitude.

Figure 5: The distribution of amplitudes of clustered tracker hits
follows a Landau distribution peaked at 1400 ADC counts, as
expected from sensor specifications.

Currently, tracks are fitted to all tracker hits in an event regard-
less of hit times. The mean of hit times in a track is taken as the
“track time.”

Figure 6: Track time distribution, measured relative to the APV25
clock, for top and bottom tracks. The width of the distribution is
due to trigger jitter (24 ns jitter in tracker readout clock, plus 16
ns jitter in the trigger system). The shift between top and bottom
is due to a trigger time shift between the two halves of the ECal.

Taking the residual of the hit times relative to the track time gives
an estimate of the hit time resolution �t. We see �t of better than
3 ns. A more sophisticated pulse fitter has shown time resolution
of 1.5 ns in benchtop tests, and work is ongoing to apply this fitter
to the test run data. Reducing the APV25 shaping time is also
expected to significantly improve time resolution.

Histogram Tracking and Time Cut

For the full experiment, hit times must be used to preselect sets
of tracker hits for track reconstruction. We plan to do this using
the “histogram tracking” technique originally developed for track
reconstruction at CDF. As applied to our situation, histogram
tracking finds the most likely track time and then finds all the
hits passing a cut relative to the track time; these hits can then
be passed to our track reconstruction algorithm.

Figure 7: Histogram tracking efficiently finds the track time with
maximum likelihood. Hits passing a timing cut are then used for
track fitting.

The size of the time cut must be chosen to optimize efficiency;
too tight a time cut will eliminate valid tracks, and too loose a time
cut will raise our occupancy. We can look at our tracks — made
without any time cut — to measure the efficiency of any time cut.
We see that a time window of 12 ns would lead to 90% efficiency
(10% of tracks would lose at least one hit). Many of the tracks
that fail this cut would still retain enough hits for correct track re-
construction. The expected improvements in time resolution will
also improve the time cut efficiency, and we are confident that we
can demonstrate the expected performance.

Figure 8: Time difference between the first and last hit in each
track. A basic timing cut would only fit tracks to hits falling within
a fixed-size time window.

2012 DOE Science & Technology Review (June 18-20, 2012)

Calibration Delay Scan



Test SVT DAQ

SLAC RCE DAQ

• High performance 
ATCA-based platform based 
on set of “Reconfigurable 
Cluster Elements”

• Adopted for LCLS, LSST, 
ATLAS upgrades, LBNE(?) ...

• Custom Rear Transition 
Module (RTM) for HPS

CAEN power supplies

• Inherited from CDF SVXII

• Infamously fussy when new.  
Now very crufty.
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APV25 Amp ADC ADC 
RX

Sample
Framing

Event
Building

Data
Buffer

Data
Reduction

ROC
Application

ECal
TDAQ

Timing &
Trigger

Clocking & Control
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SLAC GEN3 RCE Platform 

DPM 
(2 x RCE) 

DPM 
(2 x RCE) RTM 

Fulcrum 
Ethernet 
Switch 

DTM  
(1 x RCE) 

ATCA 
Back 
Plane 

IPMB 

Ethernet 

Clock & 
Trigger 

Clock / Trigger 

10Gbps 

DPM 
(2 x RCE) 

10Gbps DPM 
(2 x RCE) 

• Developed by SLAC under generic DAQ R&D 
program (Huffer, Haller, Herbst) 
• Core software and firmware with hooks for 

experiment specific software and firmware  
• Strong internal support for base platform as 

well as assistance with custom development 
• COB (Cluster On Board)  

• Carries 1 DTM (Data Transport Module) 
• Single RCE for switch management & 

timing distribution 
• Carries 4 DPM (Data processing module) 

daughter boards 
• Each DPM supports 2 RCE 

(Reconfigurable Cluster Element) 

• RCE is Xilinx ZYNQ based FPGA 
with embedded ARM processor 

• Provides data processing firmware 
and software 

• High rate DAQ engine targeted 
towards > 100Khz trigger rates 

• Supports RTEMs & Linux 
 

6 

SVT HPS Test RTM 

• HPS Test  
• 60 Channels of buffer and ADC 
• Power sourced  from  “dirty”  ATCA  distributed  voltages 
• Option for JLAB trigger interface (disables 15 ADC channels) 
• First spin board with power reworks 
• DB50 connectors to interface to twisted pair signals from vacuum chamber 

 hybrid

Linux PC

RCE (trigger node)

RCE RTM RCE (data processing node)

4m twisted pair
vacuum penetration.

600 lines power+data!
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(2 x RCE) 

• Developed by SLAC under generic DAQ R&D 
program (Huffer, Haller, Herbst) 
• Core software and firmware with hooks for 

experiment specific software and firmware  
• Strong internal support for base platform as 

well as assistance with custom development 
• COB (Cluster On Board)  

• Carries 1 DTM (Data Transport Module) 
• Single RCE for switch management & 

timing distribution 
• Carries 4 DPM (Data processing module) 

daughter boards 
• Each DPM supports 2 RCE 

(Reconfigurable Cluster Element) 

• RCE is Xilinx ZYNQ based FPGA 
with embedded ARM processor 

• Provides data processing firmware 
and software 

• High rate DAQ engine targeted 
towards > 100Khz trigger rates 

• Supports RTEMs & Linux 
 



Installation, Commissioning, Operation

• Final assembly to first tracks in <1 month

• No vacuum or cooling problems for SVT

• All chips working in SVT

• Ran parasitically with photon beam on 
conversion target

• Scheduled experiments in Hall B precluded 
running with electrons.

5/19/12 - End of CEBAF 6 GeV running
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4/10/12
@ SLAC

4/19/12
@ JLab5/6/12



Test Run ECal Results

• Old APDs have poorly matched gains

• Motherboard issues cause a high rate 
of noisy channels (87% good)

• FADC250 and TDAQ performed as 
expected up to 100 kHz
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ECal Review M.Battaglieri - INFN GE3

✴ New APDs will be provided gain-matched at 10% level
✴ Best running condition selecting the G~150  
✴ APD + crystal assembly will be tested for max uniformity

ECal APD gain during Test run

FT-Cal resolution

Gain-matching

✴ Uniformity of trigger thresholds
✴ Lower threshold values (highest rate)

✴ 4x area provides 4 times more light
✴ Better S/N ratio when coupled to new 
IPN-Orsay preamps

✴ Better A’mass resolution

Energy resolution

R. De Vita

Test ECal APD Gains

sensors as in HPS.

8.1.2. Momentum and Vertexing Resolution
By selecting e+e� pairs from the triggered events we

are able to study basic distributions of pair production
kinematics and in particular those related to our vertex
performance. Pairs of opposite charge tracks, one in the
top and one in the bottom half of the SVT, with momen-
tum larger than 400 MeV were selected. The pair pro-
duction kinematics are relatively well reproduced given
the alignment of the tracker; Fig. 17 shows the invariant
mass and ratio of electron momentum over the sum of
electron and positron.

For the vertexing performance the foremost di↵er-
ence compared to electron beam running is that the tar-
get was located approximately 67 cm from our nom-
inal target position; giving almost collinear tracks in
the detector. This degrades the vertex resolution along
the beam line compared to that expected in an electron
beam with tracks from the nominal target position. Fur-
thermore, tails of the vertex distributions are impossible
to study with the finite data sample obtained in the test
run. Nevertheless, useful information can still be ob-
tained by studying the vertex distributions. Figure 18
shows the distance of closest approach of the momen-
tum vectors extrapolated in the upstream direction from
our analyzing magnet, taking into account the measured
fringe field of the PS magnet.

While the tails of the vertex distribution expected in
electron beam running is not accessible here the fact
that the core is relatively well described provides confi-
dence of the description of the amount of material and
the model used for simulating multiple scattering in the
target. These are crucial for benchmarking the HPS A0
physics reach since both the mass and vertex resolu-
tion that determine the sensitivity are limited by mul-
tiple scattering.

8.2. ECal and Trigger Performance
The gain of the individual ECal channels has been

calibrated using the SVT measurement of track momen-
tum and comparison to Monte Carlo simulation. The
integrated pulse of the each channel was converted to
energy by first subtracting the pedestal then applying a
gain or conversion factor to convert ADC counts to en-
ergy in MeV. The pedestals have been measured using
special runs where FADCs sampled APD signals every
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Figure 19: Weighted E/p from Monte Carlo simulation after gain cal-
ibration.

4 ns and for each trigger a time window of 100 samples
have been recorded. Pedestal levels were determined by
looking at a part of the window before the actual hit.
Modules above a threshold are clustered using a simple
algorithm described in Sec. 7.1. The ECal was oper-
ated with an e↵ective readout threshold of 73 MeV. The
noise level of the ECal modules were measured to be
approximately 15 MeV.

To compare data and simulation, all inoperable or
noisy channels in SVT and ECal have been disabled in
the simulation, so any e�ciency or bias e↵ects that af-
fect the real data should be reflected in the simulation as
well. Using a formula to compute the “weighted E/p”
for a crystal, representing the average E/p for clusters
that include the crystal , and iteratively adjust the gains
until the weighted E/p is equal for test run data and sim-
ulation.

These gains can then be used to convert from ADC
counts in a channel to the energy deposited into that
ECal crystal. The other information needed to find the
energy of an incident particle is the sampling fraction—
the ratio of energy read out from cluster to energy of
an incident particle. The conventional sampling frac-
tion, the fraction of incident energy that is deposited in
the cluster, is approximately 0.9 for the ECal (some-
what less at the edges). For our readout, there is ad-
ditional energy lost because crystals under the thresh-
old are not read out. The weighted E/p used in calibra-
tion (see Figure 19) is an approximate measurement of
sampling fraction, but the sampling fraction is energy-
dependent because of the e↵ect of readout threshold. A
full computation of sampling fraction can be done using
simulation.

As discussed above, the trigger and DAQ integrate
pulses di↵erently to measure hit energy. The trigger in-
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E/p (not corrected for sampling fraction)
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Figure 20: Trigger turn-on in the top half of the ECal (bottom is sim-
ilar) for data and simulation as a function of probe cluster energy.

8. Multiple Coulomb Scattering Distributions

Occupancies close to the beam create many of the
key challenges in the HPS experiment and determine
the limits of sensitivity to low A0 masses. These occu-
pancies are dominated by electrons which have multi-
ple Coulomb scattered (MCS) to relatively large angles
in the target. Because HPS is sensitive to scattering an-
gles far out on the tail of the MCS distribution, well
beyond the angles important in other experiments, care
must be taken to ensure our simulations are correct in
this regime.

8.1. Multiple Coulomb Scattering Models
One of the main goals of the HPS Test was to eval-

uate the description of the tails of the MCS to gain
further confidence in the expected detector occupancy
in the full HPS experiment. Previous studies of mul-
tiple scattering angles show good agreement with the
Molière theory [19] for a wide range of materials and
projectiles [20, 21, 22]. We have verified that the an-
gular distribution F(✓) in the di↵erential cross section
d� = F(✓)d(cos ✓)d� for the EGS5 [23] simulation pro-
gram show good agreement with Molière’s analytical
formula as formulated by Bethe [24]. The small an-
gle approximation was also shown to be in agreement
with the theory formulated by Gaudsmit and Saunder-
son [25, 26] that is valid for any angle. While EGS5
uses the more complex and time consuming Molière
formula, the default physics list of Geant4 uses the so-
called Urban model, an approximation with two, con-
tinuously joined, functions to take into account small
and large angle scattering. Due to the explicit function
in large angle approximation used by Geant4 we expect
that Geant4 will overestimate the angular distribution at
angles larger than a few mrad.

Figure 21 gives a schematic view of the main di↵er-
ences between the photon and electron beam setup. The

Figure 21: Schematic comparison of HPS Test run photon beam
compared to the HPS electron beam.

angular distribution of the pair produced electron and
positron emerging from the converter in the test run has
comparable contributions from i) the pair production an-
gle and ii) the MCS of the electron and positron in the
converter after production. By measuring the scatter-
ing rate at several di↵erent converter thicknesses we can
vary the contribution from MCS while the contribution
from the pair production angle is constant. This allows
us to confirm our model of MCS despite the fact that all
data was taken with a photon beam.

8.2. Running Conditions

Data was taken at three di↵erent converter thick-
nesses with a beam current varying between 30�70 nA,
see Tab. 3. The photon beam line during the test run
produced a relatively large fraction of pairs originating
upstream of the converter. This contribution was mea-
sured during data taking with “empty” converter runs
i.e. removing the converter but with all other condi-
tions the same. The upstream background measured
in the “empty” converter runs was subtracted from the
other runs, properly normalized using the measured in-
tegrated currents.

8.3. Measured Angular Distributions

For this analysis, we measure angular distribution
of electrons and positrons using the ECal. Cluster re-
construction was done using the algorithm described in
Sec. 6.1 build clusters around seed hits (hits above a
“seed” energy threshold and with greater energy than
any neighboring hits), and add all neighboring hits

16

Trigger Turn-on



ECal Requirements Status

• Acceptance

• >15 mr from beam axis

• Hit efficiency and resolution

• >99% good channels

• σ(E)/E≈4.5%/sqrt(E) (GeV) energy resolution

• 4 ns trigger window

• Occupancy / speed

• trigger rate up to 50 kHz

• peak occupancy ≈ 1 MHz / channel

• Radiation

• Scattered beam electrons

• Neutrons from backscattered beam
34

Met and verified
Met, not verified
Not met by design
Not met



Test SVT Hit Occupancy and Efficiency
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FIG. 47: Comparison of SVT occupancy between test run data (before and after masking noisy
channels) and that expected from simulation.
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FIG. 48: The hit reconstruction e�ciency as a function of detector layer. The variation across the
layers can be explained by known DAQ issues.

100 microns precision, to locate the silicon sensor layers with respect to the support plates

and the mechanical survey balls on the base plate. After full assembly and installation

of the SVT at JLab, a mechanical survey of the SVT base plate position inside the pair

spectrometer vacuum chamber is used to determine the global position of the SVT with

respect to CEBAF beam line. The resulting survey-based alignment has the position of the
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FIG. 47: Comparison of SVT occupancy between test run data (before and after masking noisy
channels) and that expected from simulation.
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100 microns precision, to locate the silicon sensor layers with respect to the support plates

and the mechanical survey balls on the base plate. After full assembly and installation

of the SVT at JLab, a mechanical survey of the SVT base plate position inside the pair

spectrometer vacuum chamber is used to determine the global position of the SVT with

respect to CEBAF beam line. The resulting survey-based alignment has the position of the
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With noisy channels masked, 
occupancy is as expected...

and efficiency for finding hits on 
tracks is >99%.
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• Reflections on 4m analog readout cables: added FIR filter to DAQ firmware.

• DAQ timing issues effect a small number of chips intermittently.



Test SVT Amplitude and Time Reconstruction
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FIG. 46: Track time distribution (left) and cluster time residual (right). The track time is measured
relative to the APV25 clock. The width of the distribution is due to trigger jitter (24 ns jitter in
the tracker readout clock, plus 16 ns jitter in the trigger system). The cluster time residual is for
a representative sensor relative to the track time.

chips out of 100 total) a known noisy half-module, and a couple of known noisy readout

chips. These issues will be resolved for future running.

This resulted in occupancies and data rates that were higher than what were expected

from simulation; the maximum data rate observed in the SVT was 4.1 MB/s. However, after

masking out all known noisy channels found during the commissioning of the SVT, good

agreement between simulation and test run occupancies was achieved as shown on Figure 47.

Similarly, the hit e�ciency was measured to be above 98% for known good layers, see

Figure 48.

The spatial resolution of similar microstrip sensors is well established by test beam data,

against which the charge deposition model in the lcsim Monte Carlo is validated. This

resolution can be parameterized as a function of the total signal to single-strip noise (S/N)

and the crossing angle of tracks through the sensor. The single-hit resolution for charged

particles with S/N > 20, as demonstrated here, is relatively constant at approximately 6

µm for tracks that are close to normal to the sensors as in HPS.

The SVT was aligned using a combination of optical, laser and touch probe surveys at

SLAC and JLab. The optical survey of individual modules with precision of a few microns

are combined with a touch-prove survey of the overall SVT support structure, with 25-

Hit Time Reconstruction
fft0 ı 2:5 ns
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FIG. 45: The six pedestal subtracted samples associated with a hit on a track are shown on the
left plot along with a distribution of the cluster charge exhibiting the characteristic Landau shape
on the right.

peak readout mode discussed in Sec. 4.4. The six samples of the APV25 pulse shaper output

are fitted to an ideal CR�RC function to extract the amplitude and the t0 of the hit. The

typical pulse shape obtained is shown in Figure 45 also demonstrates that the SVT was well

timed in to the trigger with the rise of the pulse at the 3rd sampling point. After clustering

hits on a sensor, the hit time for each cluster is computed as the amplitude-weighted average

of the fitted t0 channel times. The t0-resolution is studied by comparing the cluster hit time

with the average of all cluster hit times, the “track time”. Figure 46 shows the track time,

with the expected jitter due to clock phase and trigger, and the residual to the individual

cluster times. After correcting for o↵sets from each sensor (time-of-flight, clock phase)

the extracted t0 resolution is 2.6 ns. This is somewhat worse than the ⇡ 2 ns resolution

expected in Section 6 which we attribute to the true pulse shape di↵ering from our idealized

fit function; work is in progress to use the true pulse shape in the fit. Reducing the APV25

pulse shaping time will also improve time resolution. In short, these results show that we

can achieve time resolution adequate for pileup rejection during electron running.

Throughout the duration of the test run, approximately 97% of the 12,780 SVT channels

were found to be operating normally. The fraction of dead or noisy channels varied from

2.4% to 4.7%; most of these were due to misconfigured readout chips (2–4 misconfigured

Cluster Charge Reconstruction

S/N = 24

again for the next N number of 4 ns clock cycles, where
N 2 [0, 7]. This is useful to deal with skew and jitter
that develop from the detector, cabling, and electronics.
As described above, the CTP only selects the 3x3 win-
dow with the highest energy sum of its neighbors. This
filtering is applied to deal with overlapping clusters and
cases where the cluster is larger than a 3x3 window.

The final trigger decision is made by CTPs and the
SSP is passed to the Trigger Supervisor (TS). The TS
generates all necessary signals and controls the entire
DAQ system readout through the Trigger Interface (TI)
units. The TI units are installed in every crate that par-
ticipate in the readout process.

The trigger system is free-running and driven by the
250 MHz global clock and has essentially zero dead
time at the occupancies expected for HPS. The Trigger
Supervisor can apply dead time if necessary, for exam-
ple on a ‘busy’ or ‘full’ condition from the front-end
electronics. The system is designed to handle trigger
rates above 50 kHz and has a latency set to ⇡ 3 µs to
match that required by the SVT APV25 chip.

During the test run, for the most part the trigger sys-
tem required only a single cluster in either the top or
bottom Ecal module. It was tested to work up to 20 kHz
trigger rates.

6.2. Data Acquisition and Online Computing

For the ECal, every VXS crate contains a Readout
Controller (ROC) that collects digitized information,
processes it, and sends it on to the Event Builder (EB).
The ROC is a single blade Intel-based CPU module run-
ning DAQ software under CentOS Linux OS. For the
SVT ATCA system, the ROC application runs on an
embedded processor situated on the ATCA main board.
The EB assembles information from the SVT and ECal
ROCs into a single event which is passed to the Event
Recorder (ER) that writes it to a RAID5-based data stor-
age system capable of handling up to 100 MB/s. The EB
and other critical components run on multicore Intel-
based multi-CPU servers. The DAQ network system is
a network router providing high-speed connections be-
tween the DAQ components and the JLab computing fa-
cility. The SVT ROC, which must handle large data vol-
umes, has a 10 Gbit/s link to the network router, while
a 1 Gbit/s link is adequate for the ECal. A 10 Gbit/s up-
link to the JLab computing facility is used for long-term
storage.

The SVT DAQ is described in more detail in Sec. 4.3.

7. Performance

7.1. SVT Performance
During the duration of the test run all SVT modules

and APV25 chips were configured to their nominal op-
erating points [18] with all sensors reverse-biased at
180 V. The sensors were operated within a temperature
range of 20 � 24�C throughout the test run. Throughout
the duration of the test run, approximately 97% of the
12,780 SVT channels were found to be operating nor-
mally. The fraction of dead or noisy channels varied
from 2.4% to 4.7%. Most of these were due to mis-
configured readout chips (2–4 misconfigured chips out
of 100 ), a known noisy half-module and a couple of
known noisy readout chips.

7.1.1. Cluster and Hit Reconstruction
After a trigger is received, six samples of the corre-

sponding output of the APV25 shaper circuit are digi-
tized. The samples from every channel on a sensor sur-
viving the data reduction algorithm (see Sec. 4.3) are the
basis for o✏ine hit reconstruction. The six samples of
the APV25 shaper output are fitted to an ideal CR � RC
function to extract the amplitude and the t0 of the hit.
The typical pulse shape obtained is shown in Fig. 13
also demonstrates that the SVT was well timed in to the
trigger with the rise of the pulse at the 3rd sampling
point.
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Figure 13: The six pedestal subtracted samples from individual chan-
nels associated with a hit on a track.

These hits are passed through a simple clustering
algorithm which forms clusters by grouping adjacent
strips. The position of a cluster on the sensor is de-
termined by the amplitude-weighted mean. With a lin-
ear gain up to ⇡ 3 MIPs, the cluster charge for hits as-
sociated with a track follow the characteristic Landau

12

Raw Amplitude Data
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SVT Requirements Status

• Material budget

• 0 material along beamline (detector in vacuum)

• 0.7% X0 / 3d measurement in tracking volume

• Acceptance

• >15 mr from beam axis

• Hit efficiency and resolution

• >99% single-hit efficiency

• position: 𝜎x  <  125  𝜇m,  𝜎y  <  10  𝜇m (performance limited by multiple scattering / beam size)

• time: 𝜎t0  ≈  2  ns
• Occupancy / speed

• trigger rate up to 50 kHz (Need to add support for APV25 burst trigger mode to get >20 kHz)

• peak occupancy ≈ 4 MHz/mm2

• Radiation

• Bulk damage from electrons equivalent to > 1×1014 1 MeV neq. (Need improved cooling design)

• Neutrons from backscattered beam

• X-rays from target
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Met and verified
Met, not verified
Not met by design
Not met



Outline

•The case for dark forces

•The HPS experiment

•2012 Test Run

•2014-2015 Run and beyond
• HPS design overview

• Run plan and physics reach

• Future upgrades

• Beyond HPS
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HPS for 2014-2015

CEBAF comes back late 2014.  HPS will be first experiment ready in Hall B.

• Same beamline, magnet chicane, vacuum chamber

• upgrade SVT, ECal, DAQ, some beamline elements

• reserve space for muon detector

39
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ECal Motherboard 
Mechanical design

✴ Mechanical design: IPN-Orsay 

✴ Final design after iterations between 
Genova, Orsay and JLab

✴ Mechanics defined: 4 MB (TL, TR, BL, BR)

ECal Upgrades

Completely new motherboard design 

• based on extensive experience 
at IPN-Orsay and INFN-Genova

• simplified design with fewer layers, 
shorter traces, lower trace density

Replace S8644 0.5x0.5 cm2 APD (CMS) with
new HPK LAAPD S8664-1010 1.0x1.0 cm2

• 10% gain-matched

• 4x more light

• Better S/N w/ new IPN-Orsay preamps

Light monitoring system

• RAPID 56-0352 blue/red LED

• Monitoring for both radiation damage 
and  APD response

40

ECal Review M.Battaglieri - INFN GE

LAAPD benchmarking (I)

✴Once at JLAB the LAAPD need to be benchmarked
✴ APD comes with VBD,  VNominal, for G=150 (T=25oC) certified by 
the vendor 
✴ Characterization at 3 values of  T (T=15oC, T=18oC, T=23oC) 
close to the working point; other T’s obtained by interpolation

- Dark current vs VBias
- Dark current vs G (expected linear)
- 1/G x dG/dV vs G
- G(V,T)

HPS ECAL Review, 17 October 2013

 

Light monitoring system
Design of the system for HPS Ecal

The connection board

● Is mounted in front of the calorimeter, inside 
the thermal enclosure.

● Is connected to the driver boards trough 
board-to-board connectors.

● Needs to be designed from scratch.

Crystal counts (442 total):

TOP-LEFT TOP-RIGHT

115 106

115 106

BOTTOM-LEFT BOTTOM-RIGHT

● 8 driver boards, 4 for TOP, 4 for BOTTOM
● 448 available LED channels
● Each connection boards serves 112 LED
● The 3 LEDs in excess on LEFT side are handled 

trough the 6 free connectors on the RIGHT side.
RIGHT side PCB is properly designed for this.

● 2 controllers, 1 for TOP, 1 for BOTTOM

Required boards:

16 CHANNELS
PROTOTYPE,
WITH LEDs
MOUNTED ON IT.

FINAL PCB USES
CONNECTORS.

Goal: ffE=E ı 2%=
p
E (GeV)

IPNO – R&D Détector dpt – 17/10/2013 10/16 HPS  ECAL mechanics and integration 

New motherboard 

INFN is going to redesign new motherboards 
in vertical positions. 
 
Emmanuel defined in summer 2013 exact size 
drawings for their Keep In Volume and 
mechanics. 
 
It is necessary to modify the enclosure and to 
produce  new  preamplifier  rails  … 
 

HPK LAAPD S8664-1010



HPS SVT Layout

Evolution of HPS Test SVT

• Layers 1-3: same as HPS Test SVT

• Layers 4-6: double width to match 
ECal acceptance and add extra hit.

• 36 sensors & hybrids

• 180 APV25 chips

• 23004 channels

Layer 1 Layer 2 Layer 3 Layer 4 Layer 5 Layer 6

z position, from target (cm) 10 20 30 50 70 90

Stereo Angle (mrad) 100 100 100 50 50 50

Bend Plane Resolution (μm) ≈ 60 ≈ 60 ≈ 60 ≈ 120 ≈ 120 ≈ 120

Non-bend Resolution (μm) ≈ 6 ≈ 6 ≈ 6 ≈ 6 ≈ 6 ≈ 6

# Bend Plane Sensors 2 2 2 4 4 4

# Stereo Sensors 2 2 2 4 4 4

Dead Zone (mm) ±1.5 ±3.0 ±4.5 ±7.5 ±10.5 ±13.5

Power Consumption (W) 7 7 7 14 14 14

Vertexing Pattern Recognition

M o m e n t u m

e�

e+

e�

target
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New SVT Modules

Reuse half-modules from HPS Test for L1-3 with 
improved module supports: tension CF between 
cooled uprights.

• 80% smaller 𝚫T  to 
hot spot in silicon

• Flattens sensor

Extend concept to new double-ended 
L4-L6 modules: same material budget.

• similar CF frame, kapton passivation

• more compact hybrid design
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extend cooling
under Si

Spring-tensioned
pivot joint (cut away view)

Al Cooling Block

cool both
ends L3 signal e+e-

Al Cooling Block



SVT Support, Cooling and Services

Cooled support channels for L1-L3

• reuse motion system

• lighter, stiffer, shorter = negligible sag

• cuts radiative heat load on sensors

Cooled support channels for L4-L6 are stationary

DAQ/power inside chamber on cooling plate

• Low-neutron region (upstream, e+ side)

• Reduces readout plant 

• Reuse vacuum box and 
linear shifts with new 
vacuum flanges

• New chiller operable to 
-20˚C  with 1˚C stability.
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SVT DAQ

• In-vacuum ADC, voltage 
generation and power 
distribution/control on 
Front End Boards

• Penetration for digital signals 
via high-density PCB through 
flange.  Optical conversion on 
outside of flange.

• Firmware support for APV25 
burst trigger mode (50 kHz 
trigger rate for 6 samples)

• Much more flexible timing 
adjustability

• Wiener MPOD power supplies
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APV25 Amp ADC ADC 
RX

Sample
Framing

Event
Building

Data
Buffer

Data
Reduction

ROC
Application

ECal
TDAQ

Timing &
Trigger

Clocking & Control

18 

SLAC GEN3 RCE Platform 

DPM 
(2 x RCE) 

DPM 
(2 x RCE) RTM 

Fulcrum 
Ethernet 
Switch 

DTM  
(1 x RCE) 

ATCA 
Back 
Plane 

IPMB 

Ethernet 

Clock & 
Trigger 

Clock / Trigger 

10Gbps 

DPM 
(2 x RCE) 

10Gbps DPM 
(2 x RCE) 

• Developed by SLAC under generic DAQ R&D 
program (Huffer, Haller, Herbst) 
• Core software and firmware with hooks for 

experiment specific software and firmware  
• Strong internal support for base platform as 

well as assistance with custom development 
• COB (Cluster On Board)  

• Carries 1 DTM (Data Transport Module) 
• Single RCE for switch management & 

timing distribution 
• Carries 4 DPM (Data processing module) 

daughter boards 
• Each DPM supports 2 RCE 

(Reconfigurable Cluster Element) 

• RCE is Xilinx ZYNQ based FPGA 
with embedded ARM processor 

• Provides data processing firmware 
and software 

• High rate DAQ engine targeted 
towards > 100Khz trigger rates 

• Supports RTEMs & Linux 
 

Hybrid Front End Board RCE Platform

High density vacuum
penetration



Schedule and Run Plan

“keep alive” funding until about 1 month ago...

SVT

• Currently ramping production, 
within ~2 weeks of schedule.

• Tight schedule for shipping in 8/14

ECal

• With addition of APD replacement, also tight.

• Critical new effort from IPNO&INFN. 

Not clear that CEBAF/Hall B will be ready for us. 45

HPS Construction Data Runs Analysis

Mar.13 Oct.’14 May.’15 Sep.’16

Early Physics Opportunity

FY13 FY15 FY16FY14
Construction Operations

Funding

2014 Running

• 1 week commissioning

• 1 week @ 2.2 GeV

• 1 week @ 1.1 GeV

2015 Running

• 1 week commissioning 

• 2 weeks @ 2.2 GeV

• 2 weeks @ 6.6 GeV

2016-?  Detector capable of ~6 months running



Physics Reach
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FIG. 74: The expect reach in mass-coupling parameter space. See text for details about di↵erent
features.

• Commissioning run in 2014, total of 3 weeks of beam time (6 weeks on

the floor assuming 50% for combined e�ciency of the accelerator and the

detector):

– 1 week of detector commissioning

– 1 week of physics run at 2.2 GeV

– 1 week of physics run at 1.1 GeV

• Physics run in 2015, total of 5 weeks of time beam (10 weeks on the floor

ve
rt

ex
in

g

Small signal, NO background

HPS Physics Reach & Run Plan

Heavy Photon Signatures

7

500 A’ at 80MeV
α~5×10−8toy MC for example only...

does not reflect  reality

4000 bkg events
(50-100MeV)

10M bkg 
events

50 A’ at 80MeV
α~5×10−8

(after vertex cut) (after mass cut) 

2D search in mass & vertex position (z)
→ small coupling region (α~10−8 − 10−10)

“vertexing”
2014
2015
2014+2015

3 mo. each @ 2.2, 6.6

𝜖2

HPS Physics Reach & Run Plan

Heavy Photon Signatures

6

toy MC for example only...
does not reflect  reality

40M bkg events
(50-100MeV)

30k A’ at 80MeV
α~3 ×10−7

Two types of searches, covering 
different coupling regions.

Pure bump hunt in m(e+e−) 
→ large coupling region

(α>10−7)

Background 
Subtracted

“bump-hunt”

Large signal, HUGE background

mAʹ′ (GeV)



Beyond HPS
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FIG. 5: Expected mass vs coupling parameter space reach full 2014-2015 running (solid red). Red
line contour corresponds to 1 week of beam time at 1.1 GeV, and 3 weeks of beam time at 2.2 GeV
and 6.6 GeV.

spatial resolution. The expected parameter reach in the first phase of the HPS is shown

in Figure 5. The reach in mass-coupling parameter space is calculated using the simulated

detector response as shown in Section 6. The plot shows two distinct regions, one at larger

coupling corresponding to a purely bump-hunt region and another at lower coupling where

the vertex of the A0 decay is displaced.
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6.6"GeV"on"0.25%"r.l."Target"10 𝜇A  @ 6.6 GeV on 2.5% X0 target Beam Backgrounds

Extending high-coupling reach:

• 2-3 orders of magnitude more 
data: more time won’t work

➡ More luminosity×acceptance

Double-arm HPS downstream of 
existing dipole?

• A high-rate, high acceptance 
version of APEX

• Capable of ~200× luminosity.

• Dead zone reduced to 5 mr: 
better low mass acceptance 
than HPS (but no vertexing) 
with modest loss at high mass

mAʹ′ (GeV)



Double-arm HPS Reach
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15 days, 6.6 GeV 10 𝜇A w/ 2.5% X0 target

8

R[X]/R[W] for same mA′, Ebeam.  

At high mass:
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A' Mass HGeVL
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HWL

YieldHZLêYieldHWL @Dashed = 11.1 GeVD

6.6 @11.1D GeV W
6.6 @11.1D GeV Al
6.6 @11.1D GeV Be C or Be buys up to factor of 

12 over W (~ ratio of Z’s)
Al buys up to factor of 5 

Low-Z better for 
high mass

What about Z-dependence?
Yield = (Particle Physics Factor) x (Nuclear Physics Factor) 

WW effective photon 
cross-section ~ 1/m2

R=(eff. photon flux) 
x (column density) 

8Wednesday, 31 July, 13

𝜖2

mAʹ′ (GeV)

Can eliminate annoying gap 
with technologies already in hand.

pion detection and low-Z targets 
will be important at higher masses!



Extending Low-coupling Reach

HPS downstream of 30 cm tungsten dump

Radiation Limitation:

• Large flux of forward-going fast neutrons

• At 10 𝜇A, SVT survives ~1 month

Power Limitation: 

• Dump absorbs entire beam power: 
66 kW @ 10 𝜇A, 6.6 GeV.

• Cooling for dump will be difficult

Hit/track occupancies are manageable:

• Average ~4 π±/p±/𝜇± in each half of SVT per 
8 ns window. Rate of e± negligible

• ECal dominated by low-energy 𝛾  from π0

• After coincidence trigger and vertexing, 
zero background is possible 
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HPS Dump Reach

Significant improvement over 
previous dump experiments:

• Extends low-coupling reach 
to new mass regime

• Intersects region most 
interesting for low-mass 
WIMP candidates.
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Unique reach at high mass: 
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to let most neutrons pass.
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What if M𝜒 < MA′?
Aʹ′
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FIG. 9. Parameter space for dark photons (A0) decaying invisibly to dark-sector states � for various

m�. Constraints from the electron (red) and muon (green) anomalous magnetic moment [120] are

independent of the A0 decay mode (see also Fig. 6). Constraints from (on-shell) A0 decays to any

invisible final state arise from the measured K+ ! ⇡+⌫⌫̄ branching ratio [120, 223, 263] (brown)

and from a BABAR mono-photon search [264–266] (blue); significant improvements are possible

with DarkLight [267] (dark blue dashed), VEPP-3 [135, 136] (magenta dashed), ORKA [265] (brown

dashed), and BELLE II [265] (light blue solid). If the � are long-lived/stable and re-scatter in a

downstream detector, constraints arise also from LSND (gray) for m0
A < m⇡0 , m� < m0

A/2 [268].

Additional parameter space can then also be probed at existing/future proton beam-dump facilities

like Project X, LSND etc., (the solid dark green line shows a proposed MiniBooNE beam-o↵-target-

run [223]), and at electron-beam dumps at JLab (dark red), the ILC (purple), and other facilities

like SLAC, SuperKEKB etc. (not shown) [266]. Supernova constraints are applicable for lower

✏ [131] (not shown).
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plenty of room for future exploration at neutrino facilities, e.g. 
LSND, OscSNS, MiniBooNE, MicroBooNE, MINOS, NOvA, LBNE, Project X, …

Example: produce Aʹ from pion decays

Proton-beam fixed target experiments
Batell, Pospelov, Ritz
Deniverville, Pospelov, Ritz
Deniverville, McKeen, Ritz
Aguilar-Arevalo et.al. 

A′ → DM+DM

Detector

p
⇡0! �A0

ShieldTarget Decay 
pipe

e-/N

DM
→ DM+DM

DM

DM recoils of e-/nucleon in detector

or
e-

e�A0

Make a dark matter beam!!



Summary and Conclusions

• It is reasonable to expect force carriers in the dark sector.  A dark photon with MeV-
GeV mass and effective coupling to the SM photon 10-‐2  ≲  𝜖  ≲  10-‐5 sits at the 
intersection of a number of theoretical and experimental motivations.

• A large fraction of the interesting parameter space is unconstrained and the race is 
on to explore the terrain with a number of experimental techniques.

• The HPS experiment can explore a significant fraction of this parameter space, 
including a challenging region at small couplings where HPS has unique reach.

• The HPS Test run established the feasibility of this experiment, which is in 
construction now for running in late 2014 and 2015.

• These searches are in their infancy, and new ideas and techniques will be required to 
cover the entire region of interest.  In particular, the possibility of invisible decays to 
dark matter particles requires new and largely orthogonal experiments. 
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HPS Collaboration
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provide a possible explanation for these features. Indeed,
the electron/positron emission from a few nearby (up to
a few hundreds of parsec distance) pulsars may give rise
to observable anisotropies.

In order to evaluate the contribution of Galactic
sources to the CRE anisotropy, we have performed a
simulation with the GALPROP code [30], assuming a
model that has been already used to interpret the CRE
spectrum measured by the Fermi-LAT [11]. In this
model, the electron injection spectrum was assumed to
be described by a broken power law with a spectral
index of 1.6 (2.7) below (above) 4 GeV, and the diffusion
coefficient was parameterized according to the usual
power-law energy dependenceD(E) = D0(

E
E0

)0.33, where

D0 = 5.8 × 1028cm2s−1 and E0 = 4 GeV. The diffusive
reacceleration was characterized by an Alfven velocity
vA =30 km s−1 and the halo height was set to 4 kpc.

The top panel of Fig. 9 shows the GALPROP
predictions for the CRE energy spectrum together with
the Fermi-LAT [11] and H.E.S.S. data [31, 32] (only
statistical errors are shown). In the same panel, the
fluxes expected from individual sources located in the
Vela (290 pc distance and 1.1×104 yr age) and Monogem
(290 pc distance and 1.1 × 105 yr age) positions are
also shown. For the single sources, we have adopted an
instantaneous injection spectrum of an electron source,
i.e. a burst-like spectrum in which the duration of the
emission is much shorter than the travel time from the
source, described by a power law with index Γ = 1.7 and
with an exponential cut-off Ecut=1.1 TeV, i.e. Q(E) =
Q0 E(GeV )−Γ exp(−E/Ecut). The spectrum of CREs
at the solar system can be evaluated from the following
equation [27]:
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FIG. 9: Top panel: e+e− spectrum evaluated with
GALPROP and for single sources by means of Eq. 18. Solid
line: GALPROP spectrum; long dashed line: Monogem
source; long-dot dashed line: Vela source; dashed line:
GALPROP+Monogem; dot-dashed line: GALPROP+Vela;
circles: Fermi-LAT data [11]; triangles: H.E.S.S. data
[31, 32]. Bottom panel: Dipole anisotropy δ versus the
minimum energy for GALPROP (solid line), Monogem source
(dashed line), and Vela source (dotted line). The 95 %
CL from the data is also shown with circles. The solar
modulation was treated using the force-field approximation
with Φ=550 MV [45].
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For both sources, the value of the normalization constant
Q0 has been chosen to obtain a total flux not higher
than that measured by the Fermi-LAT and H.E.S.S. (top
panel of Fig. 9).
The bottom panel of Fig. 9 shows the dipole anisotropy

as a function of minimum energy, calculated using the
e+e− spectrum evaluated with GALPROP by means
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provide a possible explanation for these features. Indeed,
the electron/positron emission from a few nearby (up to
a few hundreds of parsec distance) pulsars may give rise
to observable anisotropies.

In order to evaluate the contribution of Galactic
sources to the CRE anisotropy, we have performed a
simulation with the GALPROP code [30], assuming a
model that has been already used to interpret the CRE
spectrum measured by the Fermi-LAT [11]. In this
model, the electron injection spectrum was assumed to
be described by a broken power law with a spectral
index of 1.6 (2.7) below (above) 4 GeV, and the diffusion
coefficient was parameterized according to the usual
power-law energy dependenceD(E) = D0(

E
E0

)0.33, where

D0 = 5.8 × 1028cm2s−1 and E0 = 4 GeV. The diffusive
reacceleration was characterized by an Alfven velocity
vA =30 km s−1 and the halo height was set to 4 kpc.

The top panel of Fig. 9 shows the GALPROP
predictions for the CRE energy spectrum together with
the Fermi-LAT [11] and H.E.S.S. data [31, 32] (only
statistical errors are shown). In the same panel, the
fluxes expected from individual sources located in the
Vela (290 pc distance and 1.1×104 yr age) and Monogem
(290 pc distance and 1.1 × 105 yr age) positions are
also shown. For the single sources, we have adopted an
instantaneous injection spectrum of an electron source,
i.e. a burst-like spectrum in which the duration of the
emission is much shorter than the travel time from the
source, described by a power law with index Γ = 1.7 and
with an exponential cut-off Ecut=1.1 TeV, i.e. Q(E) =
Q0 E(GeV )−Γ exp(−E/Ecut). The spectrum of CREs
at the solar system can be evaluated from the following
equation [27]:
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For both sources, the value of the normalization constant
Q0 has been chosen to obtain a total flux not higher
than that measured by the Fermi-LAT and H.E.S.S. (top
panel of Fig. 9).
The bottom panel of Fig. 9 shows the dipole anisotropy

as a function of minimum energy, calculated using the
e+e− spectrum evaluated with GALPROP by means

Requires ~30% of total emitted energy in these e+e- pairs: O(10-100) × expectation!!
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Indirect Searches

• Expect gammas
(Fermi, Cherenkov 
Telescopes...)

• Possibly neutrinos
(IceCube, Super-K...)
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high energy 
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Searches underway, nothing conclusive yet.
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FIG. 6: Current constraints are compared with dark matter
model fits to data from other indirect and direct dark mat-
ter searches. The data from indirect searches include that
from AMS-02, PAMELA, and Fermi, and the data from di-
rect searches include that from CDMS, CoGeNT, CRESST,
and DAMA. The lighter shaded direct detection region allows
for p-wave annihilations, and the dashed vertical lines for the
indirect detection regions allow for p-wave annihilations for
non-thermally produced dark matter.

the AMS-02/PAMELA positron excess suggest that a vi-
able dark matter candidate would need to have a mass
greater than ⇠ 1 TeV. As found by [42], dark matter
particles in the ⇠ 1.5 � 3 TeV range with a cross sec-
tion of h�vi ⇠ (6 � 23) ⇥ 10�24cm3/s, that annihilate
into light intermediate states that in turn decay into
muons and charged pions, can fit the Fermi, PAMELA,
and AMS-02 data. Direct annihilations into leptons do
not provide good fits [42]. Such high cross sections can
be reconciled with the current dark matter abundance
in the Universe in three ways: (i) Dark matter can have
a thermal cross section at freeze-out, and the cross sec-
tion can have a 1/v dependence, called Sommerfeld en-
hancement [48, 49]. If the cross section is Sommerfeld
enhanced to be ⇠ 10�24 today in the Galactic halo, then
it would be orders of magnitude larger at recombination
(since vrecom < vhalo). Such a possibility is strongly ex-
cluded by the CMB constraints (as noted in [3]) for a
wide range of masses including those that fit the AMS-
02 data. (ii) Dark matter has a thermal cross section at
freeze-out, and Sommerfeld enhancement saturates at a
cross section of ⇠ 10�24cm3/s. So dark matter has this
cross section just before (and during) recombination, and
also in the halo of the Milky Way. (iii) Dark matter par-
ticles are non-thermal, in which case the cross section has
always been (⇠ 10�24cm3/s). The last two possibilities
are shown in Figure 6, and are probed but not excluded
by our current constraints. Here we use the updated fe↵
values from Table III corresponding to the best-fit anni-
hilation channels found by [42].

One additional possibility is that dark matter has a p-
wave annihilation cross section with a ⇠ v2 dependence
on velocity. Dark matter that has a p-wave cross sec-
tion and fits the AMS-02/PAMELA data would have to
be non-thermal, since the cross section during freezeout
would be orders of magnitude larger and would vastly
over-deplete the relic density. Since vrecom ⌧ vhalo, the
cross section around recombination can be orders of mag-
nitude smaller in this case. We indicate this by dashed
vertical lines in Figure 6.

Recent direct detection experiments such as CDMS,
CoGeNT, CRESST, and DAMA, have also reported
anomalous signals that could potentially be interpreted

TABLE III: E↵ective energy deposition fractions for 41 dark
matter models. The third column is an updated version of
Table I in [3], and the fourth column includes systematic
corrections discussed in Section IIA.

Channel DM Mass (GeV) fe↵ fe↵, sys

Electrons 1 0.85 0.45

�� ! e+e� 10 0.77 0.67

100 0.60 0.46

700 0.58 0.45

1000 0.58 0.45

Muons 1 0.30 0.21

�� ! µ+µ� 10 0.29 0.23

100 0.23 0.18

250 0.21 0.16

1000 0.20 0.16

1500 0.20 0.16

Taus 200 0.19 0.15

�� ! ⌧+⌧� 1000 0.19 0.15

XDM electrons 1 0.85 0.52

�� ! �� 10 0.81 0.67

followed by 100 0.64 0.49

� ! e+e� 150 0.61 0.47

1000 0.58 0.45

XDM muons 10 0.30 0.21

�� ! �� 100 0.24 0.19

followed by 400 0.21 0.17

� ! µ+µ� 1000 0.20 0.16

2500 0.20 0.16

XDM taus 200 0.19 0.15

�� ! ��,� ! ⌧+⌧� 1000 0.18 0.14

XDM pions 100 0.20 0.16

�� ! �� 200 0.18 0.14

followed by 1000 0.16 0.13

� ! ⇡+⇡� 1500 0.16 0.13

2500 0.16 0.13

W bosons 200 0.26 0.19

�� ! W+W� 300 0.25 0.19

1000 0.24 0.19

Z bosons 200 0.24 0.18

�� ! ZZ 1000 0.23 0.18

Higgs bosons 200 0.30 0.22

�� ! hh̄ 1000 0.28 0.22

b quarks 200 0.31 0.23

�� ! bb̄ 1000 0.28 0.22

Light quarks 200 0.29 0.22

�� ! uū, dd̄ (50% each) 1000 0.28 0.21

Madhavacheril, NS, Slatyer 2013, (1310.3815)



Direct Searches: Tevatron/LHC
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D-zero, arXiv: 1008.3356

A0

A0

Bumgart, Cheung, Ruderman, Wang, Yavin

Arkani-Hamed, Weiner

“lepton jet”

“lepton jet”

some searches
at Tevatron 
completed
(no signal)

others planned
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Lightest SUSY particle (“LSP”) not stable, 
and can decay to Aʹ + hidden sector



• Excellent beam quality, stability

• 10 µm spot possible with additional quads:
constrains A′ trajectory, reducing background

Beamline

59

~10 µm

Hall B optics
w/ new quads

Beam Tail ~ 10-6

e+

e��pe+
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Why Vacuum?
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Air He4.7 δ-rays/ cm 0.7 δ-rays/ cm

15 cm

δ-ray background in 25 ns

1)

2)

3)



Trigger: Pions?

61

muon electron pion

Pion rates lower than initially thought: a pion trigger may be manageable.

Add more shallow planes to improve pion trigger/ID?



Trigger Selection

• Simple 3×3 clustering with 50 
MeV seed threshold

• Total trigger budget estimated at 
50 kHz

62
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Trigger Cut. 75 MeV/c2 A’ 

Acceptance 
Background 
Acceptance 

Background 
rate 

Events with least two opposite clusters 49.4% 3.55%  4.4 MHz 
 Cluster energy > 100MeV and < 1.85 GeV 70.8% 2.43% 3.0 MHz 
 Energy sum <= Ebeam*sampling fraction 66.4%  1.15% 1.4 MHz 
 Energy difference < 1.5 GeV  66.3% 0.95% 1.2 MHz 
Lower energy - distance slope cut 57.8% 0.11% 138 kHz 
Clusters coplanar to 35˚ 57.2% 0.051% 63 kHz 
Eliminate crystals -5,-4,-3,-2,1,2 52.0% 0.020% 25 kHz 
Not counting double triggers 38.3% 0.018% 22.5 kHz 

Table 3.1.3.1.Trigger  selection  cuts  and  their  effect  on  the  A’  acceptance  and  background  rate,  as  a  percentage  of  the  
total number of simulated  events.  An  A’  mass  of  75 MeV/c2 was used for this illustration. 

As the table shows, a large fraction (3.55%) of the background events have at least two clusters in 
opposite quadrants of the detector.  This would correspond to a background trigger rate of 
4.4 MHz. A further refinement on the trigger conditions requires that each of the clusters has an 
energy of at least 100 MeV, but no more than 1.85 GeV. This eliminates low energy background 
hits and hits from electrons with energies close to the beam energy, while having little effect on 
the   A’   acceptance.   (Note   that   in   the   table   the   counting   of   the   double   triggers   give   the   false  
impression that the acceptance is higher after this cut.) The fraction of accepted background 
events now drops to 2.43% (3 MHz). The algorithm now identifies the more energetic and less 
energetic hit which make up this trigger pair and requires that their sum is less than the beam 
energy multiplied by the calorimeter sampling fraction (in this case 2 GeV). This cut removes 
some of the pileup and accidental events. A further cut requires that the two hits do not differ in 
energy by more than 1.5 GeV. These cuts reduce the background acceptance to 0.95% (1.2 MHz).  

Next a two dimensional cut is made in distance (of the hit from the beam) plane versus the 
energy (of the hit). These distributions are shown in Figure 3.1.3.1. The previously mentioned 
lower energy cut for the clusters is shown as the vertical black line. The histograms show that an 
additional cut for the least energetic cluster along the red sloped line (E + d 3.2 (GeV/cm)  < 
800 MeV), effectively eliminates background events, reducing the background acceptance to 
0.11% (138 kHz).  
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decay distance for lower mass A0s, but increases for higher masses. Some of the e�ciency

lost at long decay distances can be recovered by dropping the requirement that the first

stereo pair has a hit, provided the subsequent track would miss the first layer.
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FIG. 62: Trigger e�ciency (solid lines) and combined e�ciency (dashed lines) as a function of A’
mass, at beam energies of 1.1, 2.2 and 6.6 GeV (red, green and blue respectively).

6.3 Track Reconstruction

In order to study the tracking performance of the detector, we use samples of A0 events

at a variety of energies and decay lengths. On top of each event, we overlay backgrounds

produced by the passage of beam electrons equivalent to our optimized run conditions at

di↵erent beam energies and with a W target and a beamspot with a Gaussian sigma of 40µm

in the vertical direction and 200µm in the horizontal. The beam energies, currents, target

thickness and analyzing magnetic field used for these simulations are:

• 50nA at 1.1 GeV with X0 = 0.125% and B=0.25 T



Tracking Efficiency/Purity
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FIG. 63: Track reconstruction e�ciency versus track momentum (right axis). The black histrogram
(left axis) show the track momentum distribution.
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FIG. 64: The number of bad hits (left) and the layer number of the bad hit (right) for electron
(black) and positron (blue) tracks.

The resolution is, on average, about 200µm (400 µm) in the non-bend (bend) direction but

increases significantly at low momentum. The position resolution for tracks with one or

more bad hits is somewhat worse, depending on which layer the bad hit is. Tracks with bad

hits in layers 1 or 2 are a major contribution to the tail of the vertex position distribution.

For long lived A0 decays, the position of the decay vertex is an important discriminating

after selections Ebeam = 
2.2 GeV

full simulation

~99% tracks have 12/12 hits assigned correctly
Mis-assigned hits mostly in high-occupancy view of 90-degree stereo layers.



Mass Resolution

Angular resolution 
at vertex dominates error:
limited by multiple scattering

significant improvement from 
constraining track to vertex
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FIG. 67: The gaussian width of the mass distributions (MeV/c2) vs generated A0 mass (MeV/c2).
The open circles are the resolutions when the decay is constrained to the target beamspot and the
closed circles are without this constraint.

• A �2 cut on the vertex fit of less than 5.

The vertex resolution depends on the invariant mass of the particles being vertexed.

Lower masses have worse Gaussian resolutions as shown in Fig. 68. This is expected

since the error on the opening angle (✓), due to multiple scattering, scales like: �(✓)/✓ ⇠
(1/E)/(m/E) ⇠ 1/m.

Figure 69 shows the vertex resolution for samples of 80 MeV and 160 MeV A0 events.

The cuts above remove almost all of the tail past 1.5cm (points with errors in Fig. 69)

while retaining 50% of the e+e� pairs from the A0 candidate. The events on the tail are

enhanced with vertices where there are one or more bad hits on the track (represented by

the blue histogram in Fig. 69), although there is still a contribution from well-reconstructed

tracks. The rejection of tracks with bad hits depends strongly on the precision of the virtual

A0 trajectory, which in turn depends on the size of the beamspot. Having a beamspot

significantly smaller than the intrinsic tracker resolution, 100µm in the non-bend and 300µm

full simulation
Ebeam = 2.2 GeV



Vertexing
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FIG. 68: The Gaussian resolution dependence versus A0 mass for signal-only events.

in the bend directions, is important.

In practice, there is much more we can do to clean up the vertex and mass resolution

both at the track level (e.g. remove hits that are clearly from scattered beam electrons) and

at the vertex level. These will be pursued in the near future.

Decay Length
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FIG. 66: The resolution of the position of closest approach to the beam axis versus track momentum
in the (left) non-bend direction and (right) bend direction. The dots represent tracks with 0 bad
hits and triangles with one or more.

search.

• which originates and decays at the target within the 200µm ⇥ 40µm beamspot. This

fit will be used for the bump-hunt only search.

For each electron/positron pair reconstructed in the tracker, we compute the invariant

mass based on the fitted momenta of the tracks. The mass resolution depends on the

invariant mass of the pair and is shown in Fig. 67. The closed circles in Fig. 67 shows the

improvement in the resolution for the second fit, where the decay is assumed to occur in the

target.

Even for prompt decays, the z vertex position (Vz) distribution of all reconstructed e+e�

pairs (solid black histogram, Fig. 69) shows a long tail, still significant beyond 5cm. This

tail is primarily comprised of events where one or both of the tracks use one or more bad

hits. Fortunately there are a number of quantities we can use to minimize the tails. Namely,

for purposes of this proposal, we make the following cuts:

• The �2 of each track is less than 20

• The total momentum of the A0 candidate is less than the beam energy

• A very loose cut on the reconstructed vertex position |V
x

| < 400µm and |V
y

| < 400µm

• The clusters in layer 1 of each track must be isolated from the next closest cluster by

at least 500 µm
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FIG. 66: The resolution of the position of closest approach to the beam axis versus track momentum
in the (left) non-bend direction and (right) bend direction. The dots represent tracks with 0 bad
hits and triangles with one or more.

search.

• which originates and decays at the target within the 200µm ⇥ 40µm beamspot. This

fit will be used for the bump-hunt only search.

For each electron/positron pair reconstructed in the tracker, we compute the invariant

mass based on the fitted momenta of the tracks. The mass resolution depends on the

invariant mass of the pair and is shown in Fig. 67. The closed circles in Fig. 67 shows the

improvement in the resolution for the second fit, where the decay is assumed to occur in the

target.

Even for prompt decays, the z vertex position (Vz) distribution of all reconstructed e+e�

pairs (solid black histogram, Fig. 69) shows a long tail, still significant beyond 5cm. This

tail is primarily comprised of events where one or both of the tracks use one or more bad

hits. Fortunately there are a number of quantities we can use to minimize the tails. Namely,

for purposes of this proposal, we make the following cuts:

• The �2 of each track is less than 20

• The total momentum of the A0 candidate is less than the beam energy

• A very loose cut on the reconstructed vertex position |V
x

| < 400µm and |V
y

| < 400µm

• The clusters in layer 1 of each track must be isolated from the next closest cluster by

at least 500 µm

Impact Parameter

Ebeam = 2.2 GeV

full simulation

Ebeam = 2.2 GeV

full simulation

full simulation

Ebeam = 2.2 GeV

full simulation



Prompt Vertex Rejection and Experimental Reach
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FIG. 69: Distribution of the reconstructed vertex position along the beam axis for 2.2GeV 40MeV
(top) and 80MeV (bottom) A0 events before (solid black) and after (points with errors) selection.
The blue histogram shows the distribution for pairs that have at least one bad hit after selection.

need ~10-7 rejection for sensitivity to small signals!

all e+e− pairs

>0 mishits

after selection

Ebeam = 2.2 GeV

30M events!

full simulation



Reach Estimates
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“bump hunt” + vertexing“bump hunt”

HPS: A proposal to Search for Massive Photons at Jefferson Laboratory 
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6    Experimental Reach   

The� search� channel� for� this� experiment� is,� 
3 � ����,� with� or� without� a� displaced� vertex,�
depending� on� the� magnitude� of� the� coupling� ��.� As� such,� the� primary� irreducible��
background� is� QED� trident� production,� with� rate� given� by� the� diagrams� shown� in  
Figure� 3.2.1.� Trident� events� can� be� usefully� separated� into� ``radiative��� diagrams  
(Figure� 3.2.1(a)),� and� ``Bethe�Heitler��� diagrams� (Figure� 3.2.1(b)),� that� are� separately� gauge�
invariant.�

The� contribution� from� the� radiative�diagrams� (Figure� 3.2.1(a))� alone� is� a� useful� guide� to� the�
behavior� of�
�� signals� at� various�masses.� � In�particular,� the� kinematics� of�
�� signal� events� is�
identical� to� that�of�radiative� trident�events�restricted� to�an� invariant�mass�window�near� the�
��
mass.��Moreover,�the�rate�of�the�
��signal�is�simply�related�to�the�radiative�trident�cross�section�
within�a�small�mass�window�of�width���4 �by�[1],�

�������������������������������������
��7�)���)��5�4���(�)�68
��/�)���)��5�	���(�)�61 . 0 �%&'

���+,,�#2 0 !*4
$!*4

2�����������������(6.1)�

where������counts� the�number�of�available�decay�states.� �A� fraction��� "�of�signal�events�will�
have�reconstructed�masses�within�the�mass�window,�because�of�the�finite�mass�resolution��5for�a�
��� - ��mass� resolution�window,� �� " . ����).� � Equation� (6.1)� corrected� for� �� "� allows� us� to�
conveniently�express� the� sensitivity� to�
�� signals� in� terms�of� the� radiative�portion�of� the� total�
QED�trident�statistics,�which�we�will�do�shortly.��

The� Bethe�Heitler� process� has� a�much� larger� total� cross�section� than� either� the� signal� or� the�
radiative� trident� backgrounds,� but� it� can� be� significantly� reduced� by� exploiting� its� different�
kinematics.� In�particular,� the�
��carries�most�of� the�beam�energy�(see� the�discussion� in�Section�
3.2)�while�the�recoiling�electron�is�very�soft�and�scatters�to�a�wide�angle.�In�contrast,�the�Bethe�
Heitler�process� is�not�enhanced�at�high�pair�energy.�Moreover,�Bethe�Heitler�processes�have�a�
forward�singularity�that�strongly�favors�asymmetric�configurations�with�one�energetic,�forward�
electron� or� positron� and� the� other� constituent� of� the� pair�much� softer.� These� properties� are�
discussed�further� in�the�Appendix�of�[1].� � �The�geometric�acceptance�and�trigger�requirements�
select�the�region�of�phase�space�where�signal�is�dominated,�and�the�Bethe�Heitler�background�is�
smallest,� as� illustrated� by� Figure� 3.2.2� (it� should� be� emphasized,� however,� that� even� in� this�
region�the�Bethe�Heitler�background�rate�exceeds�that�of�radiative�tridents�by�roughly�a�factor�of�
5).�

To�compute�the�reach�of�the�HPS�experiment,�we�simulate�the�production�of�irreducible�trident�
reactions�in�the�detector.�We�additionally�apply�a�mock�up�of�the�geometric�acceptance�for�the�
tracking�and�of� the� trigger� requirements.� � In�addition,�high�statistics�Monte�Carlo� samples�at�
particular�invariant�masses�have�been�used�to�estimate�the�background�rejection�efficiency�for�a�
vertex�based�search.���

zmax = 20 cm
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FIG. 73: In blue: the value of the minimum vertex displacement zcut (in mm) along the beamline,
required for the vertex-based resonance search at 2.2 GeV (left) and 6.6 GeV (right). These are
chosen to bring the expected background to 0.5 events in each resolution-limited mass window. In
red: the �c⌧ assuming ✏ = 10�4.

z < zmax=10 cm, so that the fraction of signal events included in the vertex search is

✏
sig

(zcut) ⇠= ✏
vtx

⇥
⇣
e�

zcut

�c⌧ � e�
zmax

�c⌧

⌘
. (8)

Accounting for the reduced acceptance of both signal and background events, the statis-

tical significance expected can be computed from that of the pure resonance search as:
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(zcut)p
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(9)

where
⇣

Sp
B

⌘

bin

is given by (6). For the small expected background rate (0.5 events/bin),

however, this formula becomes irrelevant, as the exclusion sensitivity of the experiment is

limited by the probability of a downward fluctuation in the signal. Thus, for the vertex

reach contours in Figure 5, we additionally require an expected signal
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7.3 Reach in Mass-Coupling Parameter Space

Using the S/
p
(B)) for the bump-hunt and displaced vertex searches as described above,

we estimate to cover the regions of coupling vs mass parameter space shown in Figure 74.

The contours in the plot show the the two-sigma exclusion regions for:

�c⌧ for " = 10

�4 �c⌧ for " = 10

�4

Ebeam = 2.2 GeV Ebeam = 6.6 GeV

zcut zcut
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FIG. 72: Right: Distribution of statistics in full resonance search. The solid (dashed) curves
indicate the number of background QED trident (radiative) events expected in a resolution-limited
mass window of width �m(A

0) = 2.5�(m
A

0). The blue curves correspond to the distributions of
statistics for a one month run at 6.6 GeV beam energy, with a current of 450 nA on a 0.25% X0

target, while the red curves correspond to six weeks at 2.2 GeV beam energy and a 0.125% X0

target.

of energy. We will refer to these cuts collectively as the “detector/trigger mock-up”. We

compute the total di↵erential cross section, as a function of invariant mass, for radiative and

Bethe-Heitler trident events to pass the detector/trigger mock-up cuts, and from this the

final statistics are computed assuming a run duration according to the run plan laid out in

Section 3, and conditions in Section 6.3. The mass resolution and the background statistics

expected in each resolution-limited mass window are shown in Figures 71 and 72.

To quantify statistical sensitivity, we assume that the trident background in the resonance

search can be modeled by a smoothly varying function and subtracted o↵. The significance

is then determined by the ratio of the signal within an invariant mass window to
p
N

bin

,

where N
bin

is the total background statistics in the same window. Using equation 5, the

sensitivity for a resonance search is determined by
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Here,
⇣

N

radiative

N

total

⌘
is the fraction of radiative reactions among all QED trident events in the

solid = BH
dashed = radiative



Test SVT Mechanics

Cooling blocks mount on Al support plates 
with hinged “C-support” and motion lever

• Provide solid mounting for modules, routing 
for services, and simple motion for tracker

• PEEK pedestals create 15 mr dead zone, 
provide some thermal isolation

• Support plates + motion levers ~1.5 m long: 
sag dominates x-y imprecision (300 𝜇m)

• Load on C-support introduces small roll in 
top plate.

Works, but can be improved upon
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Test SVT Services

~1 inch
diameter

We got away with this, but it doesn’t scale well to a larger detector.

• Borrowed CDF SVXII power supplies (very crufty) and JLab chiller (limited to > 0˚C)

• Intricate welded cooling manifolds with 2 compression fittings/module

• 600 wires into vacuum chamber for power and data (3600 total pairs of connector contacts):
recovered three sensors with internal connectivity problems after assembly/installation at JLab
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Layer 4-6 Half-Module Concept

Similar to L1-L3 design, but...

• ends of CF/Si supported by hybrid

• bias supply on Kapton passivation layer

• Silver epoxy between Cu pad on CF 
and thermal vias provides ground

➡ simplifies assembly process

➡ separates heat path for silicon 
from APV heat loads

➡easier wirebonding geometry and 
better support under bonds
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