
The CMB Lensed by Star-Forming Galaxies 

Olivier Doré
JPL/Caltech

on behalf of the Planck Collaboration
1

Planck 2013 results, XVII, XVIII, XXX



Olivier Doré Mining the Cosmic Frontier in the Planck Era, May 2013

The Projected Mass Map of the Visible Universe
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• Using Planck CMB channels (mostly 143 and 217 GHz), we can reconstruct a 
full sky lensing potential map (total SNR of about 25) using a quadratic estimator.

• This map is a weighted projection of the gravitational potential over the entire 
visible Universe, with a peak sensitivity between z~1 and 3.

• The gradient of this map gives the deflection angle.
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The CMB Lensing Power Spectrum is Robust
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CMB lensing reconstruction
Planck Collaboration: Gravitational lensing by large-scale structures with Planck
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Fig. 10. Lensing potential power spectrum estimates based on the individual 100, 143, and 217 GHz sky maps, as well our fiducial
minimum-variance (MV) reconstruction which forms the basis for the Planck lensing likelihood. The black line is for the best-fit
⇤CDM model of Planck Collaboration XVI (2013).

perform additional cross-checks using these bins to ascertain
whether they would have any significant implications for cos-
mology.

In addition to the Planck power spectrum measurements, in
Fig. 11 we have overplotted the ACT and SPT measurements
of the lensing potential power spectrum (Das et al. 2013; van
Engelen et al. 2012). It is clear that all are very consistent.
The Planck measurement has the largest signal-to-noise of these
measurements; as we have already discussed the 40 < L < 400
lensing likelihood provides a 4% constraint on the amplitude of
the lensing potential power spectrum, while the constraint from
current ACT and SPT measurements are 32% and 16% respec-
tively. These measurements are nevertheless quite complemen-
tary. As a function of angular scale, the full-sky Planck power
spectrum estimate has the smallest uncertainty per multipole of
all three experiments at L < 500, at which point the additional
small-scale modes up to `max = 3000 used in the SPT lensing
analysis lead to smaller error bars. The good agreement in these
estimates of C��L is reassuring; in addition to the fact that the ex-
periments and analyses are completely independent, these mea-
surements are sourced from fairly independent angular scales
in the temperature map, with ` <⇠ 1600 in the case of Planck,
` < 2300 in the case of ACT, and ` < 3000 in the case of SPT.
Cross-correlation of the Planck lensing map with these indepen-
dent measures of the lensing potential will provide an additional
cross-check on their consistency, however at the power spectrum
level they are already in good agreement.

6.1. Parameters

Weak gravitational lensing of the CMB provides sensitivity
to cosmological parameters a↵ecting the late-time growth of
structure which are otherwise degenerate in the primary CMB

anisotropies imprinted around recombination. Examples include
the dark energy density in models with spatial curvature and the
mass of neutrinos that are light enough (m⌫ < 0.5 eV) still to
have been relativistic at recombination.

To connect our measurement of the lensing power spectrum
to parameters, we construct a lensing likelihood nominally based
on the multipole range 40  L  400, cut into eight equal-width
bins with �L = 45 to maintain parameter leverage from shape
information in addition to our overall amplitude constraint. In
Table 1 we present bandpowers for these eight bins using the in-
dividual 100, 143, and 217 GHz reconstructions as well as the
MV reconstruction which is the basis for our nominal likeli-
hood. The bandpower estimates and their uncertainties are bro-
ken down into constituent parts as discussed in Sect. 2. Based on
these bandpowers, we form a likelihood following Eq. (23). The
measurement errors on each bin are measured by Monte-Carlo
using 1000 simulations, and the bins are su�ciently wide that
we can neglect any small covariance between them (this is dis-
cussed further in Appendix D). We analytically marginalize over
uncertainties that are correlated between bins, including them in
the measurement covariance matrix. This includes beam transfer
function uncertainties (as described in Sect 5.2), uncertainties in
the point source correction (Sect. 7.2) and uncertainty in the N(1)

correction.
As the lensing likelihood is always used in conjunction with

the Planck TT power spectrum likelihood, we coherently ac-
count for uncertainty in CTT

` by renormalizing our lensing po-
tential measurement for each sample, as described in Sect. 5.3.

The lensing likelihood is combined with the main Planck
TT likelihood (Planck Collaboration XV 2013) – constructed
from the temperature (pseudo) cross-spectra between detec-
tor sets at intermediate and high multipoles, and an exact ap-
proach for Gaussian temperature anisotropies at low multipoles
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CMB Lensing Correlates with Galaxy Surveys
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• This correlation is an important consistency test.

• It offers an opportunity to measure the galaxy survey (bias x dN/dz).

• Our lensing map overlaps with YOUR survey

Lensing external tracers
Planck Collaboration: Gravitational lensing by large-scale structures with Planck

Fig. 17. Cross-spectra of the Planck MV lensing potential with several galaxy catalogs, scaled by the signal-to-noise weighting
factor Ag�

L defined in Eq. (52). Cross-correlations are detected at approximately 20� significance for NVSS, 10� for SDSS LRGs
and 7� for both MaxBCG and WISE.

the Planck MV lensing potential: the NVSS quasar catalog, the
MaxBCG cluster catalog, an SDSS LRG catalog, and an infrared
catalog from the WISE satellite. The error bars for each correla-
tion are measured from the scatter of simulated lens reconstruc-
tions correlated with each catalog map, and are in generally good
agreement (at the 20% level) with analytical expectations. These
catalogs are discussed in more detail below.

1. NVSS Quasars: The NRAO VLA Sky Survey (NVSS)
(Condon et al. 1998) is a catalog of approximately two mil-
lion sources north of � = �40� which is 50% complete at
2.5mJy. Most of the bright sources are AGN-powered ra-
dio galaxies and quasars. We process this catalog follow-
ing Smith et al. (2007), pixelizing the catalog at HEALPix
Nside = 256 and projecting out the azimuthally symmetric
modes of the galaxy distribution in ecliptic coordinates to
avoid systematic striping e↵ects in the NVSS dataset. We
model the expected cross-correlation for this catalog using
a constant b(z) = 1.7 and a redshift distribution centered at
z0 = 1.1 given by

dN
dz
/
8>><
>>:

exp
⇣
� (z�z0)2
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⌘
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⇣
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⌘
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(54)

For this model, in the correlation with the MV lens recon-
struction we measure an amplitude of Âg�

NVSS = 1.03 ± 0.05.
2. SDSS LRGs: We use the LRG catalog of Ross et al. (2011);

Ho et al. (2012) based on Sloan Digital Sky Survey Data
Release 8 (SDSS DR8), which covers 25% of the sky. After
cutting to select all sources with photometric redshift 0.4 
z  0.8, and pgal > 0.2, we are left with approximately 1.4 ⇥
106 objects with a mean redshift of z = 0.55 and a scatter
of ±0.07. Apart from the cut above, we do not perform any
additional weighting on pgal. We model this catalog using
dN/dz taken from the histogram of photometric redshifts,

and take b(z) = 2. We measure Âg�
LRGs = 0.96 ± 0.10, very

consistent with expectation.
3. MaxBCG Clusters: The MaxBCG cluster catalog (Koester

et al. 2007) is a collection of 13, 823 clusters over approx-
imately 20% of the sky selected from the SDSS photomet-
ric data, covering a redshift range 0.1  z  0.3. It is be-
lieved to be 90% pure and more than 85% complete for
clusters with M � 1 ⇥ 1014M�. To simplify the sky cover-
age, we have discarded the three southern SDSS stripes in
the catalog, which reduces the overall sky coverage to ap-
proximately 17%. There are accurate photometric redshifts
(�z ⇠ 0.01) for all objects in the catalog, and so we can
construct dN/dz directly from the histogram of the redshift
distribution. Although these clusters are at very low red-
shift compared to the typical structures which source the
CMB lensing potential, they are strong tracers of dark mat-
ter, with an e↵ective bias parameter of b(z) = 3 (Huetsi
2009). We obtain a similar average bias parameter hb(M, z)i
for the MaxBCG clusters if we combine the mass-richness
relation of Bauer et al. (2012) and the halo bias prescription
of Tinker et al. (2010). Here measure a correlation with the
Planck lensing potential of Âg�

MaxBCG = 1.54 ± 0.21. This
is significantly larger than expected given the simple model
above, although as can be seen in Fig. 17 the shape of the
correlation is reasonable agreement.

4. WISE Catalog: The Wide Field Survey Infrared Explorer
(WISE) satellite (Wright et al. 2010) has mapped the full
sky in four frequency bands W1—W4 at 3.4, 4.6, 12, and
22 µm respectively. We start from the full mission catalog,
which contains over five hundred and sixty million objects.
To obtain a catalog with roughly uniform sensitivity over
the full sky and to eliminate stellar contamination we fol-
low Kovacs et al. (2013), selecting all sources with W1 mag-
nitudes less than 15.2 at galactic latitudes greater than 10� ,
and require W1 � W2 > 0.2 and W2 � W3 > 2.9. We cut

22

b(z) = 1.7 ! Âg�
NVSS = 1.03± 0.05 (⇡ 20�)

b(z) = 2 ! Âg�
LRGs = 0.96± 0.10 (⇡ 10�)

b(z) = 3 ! Âg�
MaxBCG

= 1.54± 0.21 (⇡ 7�)

b(z) = 1 ! Âg�
WISE = 0.97± 0.13 (⇡ 7�)

No particular effort here to optimize the model for the external survey
There is an untapped astrophysical treasure in the Planck Lensing Map

zmean = 1.1

zmean = 0.55

0.1 < z < 0.3

zmean = 0.18
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Planck Maps Exquisitely (Extra-)Galactic Dust

• At  545 GHz (~550 μm) (and all frequencies above 143 GHz), a large fraction of the signal we 
are mapping is composed of galactic dust and of the Cosmic Infrared Background (CIB).

• The CIB represents the cumulative emission of high-z, dusty, star forming galaxies.

• Planck produces exquisite maps of the CIB on large scales (provided galactic dust cleaning).

5



Olivier Doré Mining the Cosmic Frontier in the Planck Era, May 2013

A Bright (Far-)Infrared Sky

• The CIB and the COB have equal contributions, instead of ~1/3 for local galaxies.

‣ IR luminosity increases with z faster than optical luminosity because of the 
increased star formation rate at higher z.

• Over half of the energy produced since the surface of last scattering has been 
absorbed and re-emitted by dust.

6

Béthermin & Dole in prep. 
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Planck
bands
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Dust Emission
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Increase with z

Arp 220 scaled with Redshift
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Planck CIB maps at 217, 353, 545 and 857 GHz

•High SNR sub-degree structures 
at all frequencies. 

•Assuming sources at z~1.5, we  
are seeing clustering at 10 Mpc/h 
(k~0.1 h/Mpc).

•Structures partially correlated 
across frequencies.

•Clearly of cosmological interest!

8

Planck Early Results XVIII
5 deg.
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CIB Redshift and Mass Dependence
• CIB is the dominant extragalactic foreground at 

high frequency and is produced by the redshifted 
thermal radiation from UV-heated dust. 

• The CIB is a thus a good probe of the SFR at high 
redshift.

• This signal was highlighted early on by Partridge & 
Peebles 67:

‣ The monopole was discovered by Puget++96 
(FIRAS) and Hauser++98 (DIRBE).

‣ Tremendous progress in the last few years mapping 
correlated fluctuations in Spitzer (Lagache++07), 
Blast (Viero++09), Herschel (Viero++12), Planck, 
SPT (Hall++11) and ACT (Das++12).

‣ Planck adds low frequencies, i.e., high-z, and large 
scales (see e.g., Planck Early Results XVIII)

• The fluctuations in this background trace the large-
scale distribution of matter, and so, to some 
extend the clustering of matter at high-z

• This led Song++02 to posit a correlation between 
CIB and CMB lensing. 

Planck Collaboration: Planck 2013 results. XVIII. Gravitational lensing-infrared background correlation

dominate over most of the sky. Gravitational lensing by large-
scale structure produces small shear and magnification e↵ects in
the observed fluctuations, which can be exploited to reconstruct
an integrated measure of the gravitational potential along the line
of sight Okamoto & Hu (2003). This “CMB lensing potential”
is sourced primarily by dark matter halos located at 1 . z . 3,
halfway between ourselves and the last scattering surface (see
Blandford & Jaroszynski 1981; Blanchard & Schneider 1987, or
Lewis & Challinor 2006 for a review). In the upper frequency
bands (353, 545, and 857 GHz), the dominant extragalactic sig-
nal is not the CMB, but the cosmic infrared background (CIB),
composed of redshifted thermal radiation from UV-heated dust,
enshrouding young stars. The CIB contains much of the energy
from processes involved in structure formation. According to
current models, the dusty star-forming galaxies (DSFGs), which
form the CIB have a redshift distribution peaked between z ⇠ 1
and z ⇠ 2, and tend to live in 1011–1013M� dark matter halos
(see, e.g., Béthermin et al. 2012, and references therein).

As first pointed out by Song et al. (2003), the halo mass and
redshift dependence of the CMB lensing potential and the CIB
fluctuations are well matched, and as such a significant correla-
tion between the two is expected. This point is illustrated quan-
titatively in Fig. 1, where we plot estimates for the redshift- and
mass- kernels of the two tracers. In this paper we report on the
first detection of this correlation.

Measurements of both CMB lensing and CIB fluctuations
are currently undergoing a period of rapid development. While
the CIB mean was first detected using the FIRAS and DIRBE
instruments aboard COBE (Puget et al. 1996; Fixsen et al. 1998;
Hauser et al. 1998), CIB fluctuations were later detected by
the Spitzer Space Telescope (Lagache et al. 2007) and by the
BLAST balloon experiment (Viero et al. 2009) and the Herschel
Space Observatory (Amblard et al. 2011; Viero et al. 2012),
as well as the new generation of CMB experiments, includ-
ing Planck, which have extended these measurements to longer
wavelengths (Hall et al. 2010; Dunkley et al. 2011; Planck
Collaboration XVIII 2011; Reichardt et al. 2012). The Planck
early results paper: Planck Collaboration XVIII (2011) (hence-
forth referred to as PER) presented measurements of the angu-
lar power spectra of CIB anisotropies from arc-minute to degree
scales at 217, 353, 545, and 857 GHz, establishing Planck as a
potent probe of the clustering of the CIB, both in the linear and
non-linear regimes. A substantial extension of PER is presented
in a companion paper to this work (Planck Collaboration 2013,
henceforth referred to as PIR).

The CMB lensing potential, on the other hand, which was
first detected statistically through cross-correlation with galaxy
surveys (Smith et al. 2007; Hirata et al. 2008, and more recently
Bleem et al. 2012; Sherwin et al. 2012), has now been observed
directly in CMB maps by the Atacama Cosmology Telescope
and the South Pole Telescope (Das et al. 2011; van Engelen et al.
2012).

Planck’s frequency coverage, sensitivity and survey area, al-
low high signal-to-noise measurements of both the CIB and the
CMB lensing potential. Accompanying the release of this pa-
per, Planck Collaboration XVII (2013) reports the first measure-
ment and characterisation of the CMB lensing potential with the
Planck data, which has several times more statistical power than
previous measurements, over a large fraction (approximately
70% of the sky). We will use this measurement of the lensing
potential in cross-correlation with measurements of the CIB in
the PlanckHFI bands to make the first detection of the lensing-
infrared background correlation. In addition to our measure-
ment, we discuss the implications for models of the CIB fluc-

Fig. 1. Redshift- and mass- integrand for the CIB and CMB lens-
ing potential power spectra at ` = 500, calculated using the
CIB halo model of Planck Collaboration XVIII (2011), evalu-
ated at 217 GHz. The good match between the redshift and halo
mass distributions leads to an expected correlation up to 80 %.
The sharper features in the CIB kernel are artefacts from the
Béthermin et al. (2012) model. We note that the low mass, high
z behavior of our calculation is limited by the accuracy of the
mass function we use (Tinker & Wetzel 2010). All of our mass
integrals use Mmin = 105 M�.

tuations. The outline of this paper is as follows. In Sect. 2 we
describe the data we will use, followed by a description of our
pipeline for correlating the CIB and lensing signals in Sect. 3.
Our main result is presented in Sect. 4, with a description of our
error budget, consistency tests and an array of systematic tests in
Sect. 5. We discuss the implications of the measured correlation
for CIB modelling in Sect. 6.

2. Data sets

2.1. Planck maps

Planck (Tauber et al. 2010; Planck Collaboration I 2011) is the
third generation space mission to measure the anisotropy of the
CMB. It observes the sky with high sensitivity in nine frequency
bands covering 30–857 GHz at an angular resolution from 310 to
50. The Low Frequency Instrument (LFI; Mandolesi et al. 2010;
Bersanelli et al. 2010; Mennella et al. 2011) covers the 30, 44,
and 70 GHz bands with radiometers that incorporate amplifiers
cooled to 20 K. The High Frequency Instrument (HFI; Lamarre
et al. 2010; Planck HFI Core Team 2011a) covers the 100, 143,
217, 353, 545, and 857 GHz bands with bolometers cooled to
0.1 K. Polarization is measured in all but the highest two bands

2
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CMB lensing
(l=500)

CIB at 217 GHz
(l=500)
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Investigating The CMB Lensing - CIB Correlation
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• The correlation of the inverse variance weighted reconstructed lensing potential 
with the temperature map is equivalent to the optimal bispectra (Smith++08).

Planck Collaboration: Planck 2013 results. XVIII. Gravitational lensing-infrared background correlation

(Leahy et al. 2010; Rosset et al. 2010). A combination of radia-
tive cooling and three mechanical coolers produces the temper-
atures needed for the detectors and optics (Planck Collaboration
II 2011). Two data processing centres (DPCs) check and cali-
brate the data and make maps of the sky (Planck HFI Core Team
2011b; Zacchei et al. 2011). Planck’s sensitivity, angular reso-
lution, and frequency coverage make it a powerful instrument
for Galactic and extragalactic astrophysics as well as cosmol-
ogy. Early astrophysics results are given in Planck Collaboration
VIII–XXVI 2011, based on data taken between 13 August 2009
and 7 June 2010. Intermediate astrophysics results are now be-
ing presented in a series of papers based on data taken between
13 August 2009 and 27 November 2010. This paper uses data
corresponding to the second Planck data release, with data ac-
quired in the period up to 27 November 2010 and undergoing
improved processing.

We use the Planck HFI temperature maps at all six frequen-
cies, i.e., 100, 143, 217, 353, 545, and 857 GHz. The maps at
each frequency were created using almost three full-sky sur-
veys. Here we give an overview of the HFI map-making pro-
cess with additional details given in Planck HFI Core Team
(2011b); Planck Collaboration VI (2013). The data are organized
as time-ordered information, hereafter TOI. The attitude of the
satellite as a function of time is provided by two star trackers
on the spacecraft. The pointing for each bolometer is computed
by combining the attitude with the location of the bolometer in
the focal plane, as determined by planet observations. The raw
bolometer TOI for each channel is first processed to produce
cleaned timelines and to set flags that mark bad data (for ex-
ample data immediately following a cosmic ray strike on the de-
tector). This TOI processing includes: (1) signal demodulation
and filtering; (2) deglitching, which flags the strong part of any
glitch and subtracts the tails; (3) conversion from instrumental
units (volts) to physical units (watts of absorbed power, after a
correction for the weak non-linearity of the response); (4) de-
correlation of thermal stage fluctuations; (5) removal of the sys-
tematic e↵ects induced by 4 K cooler mechanical vibrations; and
(6) deconvolution of the bolometer time response. Focal plane
reconstruction and beam shape estimation is made using obser-
vations of Mars. The simplest description of the beams, an el-
liptical Gaussian, leads to full-width at half-maximum (FWHM)
values of 9.65, 7.25, 4.99, 4.82, 4.68 and 4.33 0as given in Table
4 of Planck Collaboration VI (2013). As explained in this paper,
the inter-calibration accuracy between channels is better than the
absolute calibration. This leads us to adopt conservative abso-
lute calibration uncertainties of 0.64, 0.53, 0.69, 2.53, 10., 10. %
at 100, 143 217, 353, 545 and 857 GHz respectively. We con-
vert between emissivities given in MJy sr�1(with the photomet-
ric convention ⌫I⌫ = constant) and temperatures in µK, using
the measured bandpass filters (see PER and PIR for details).

For the sake of consistency testing (presented in particular in
Sect. 5), we will sometimes use temperature maps where only a
fraction of the TOI is used to generate the sky map. In particular,
throughout this paper we use the terminology “half-ring” (HR)
maps to refer to maps made using the first and second half of the
stable pointing period, “survey” for individual full-sky survey
maps (note that the third survey is incomplete for the particu-
lar data release used in the intermediate papers), and “detset”
for maps made using two independent sets of detectors per fre-
quency (for details see Planck HFI Core Team 2011b).

We create three masks to exclude regions with bright
Galactic and extragalactic foreground emission. The first mask
accounts for di↵use Galactic emission as observed in the Planck
data. To allow us to test for the e↵ects of residual Galactic

Fig. 2. Combined Galactic, point-source and H i mask with sky
fractions 16, 30 and 43 %.

emission on our results we create three di↵erent versions of
this mask, each with a di↵erent masked area, such that 20, 40
or 60 % of the sky is unmasked. Each version of this mask
is created directly from the Planck 353 GHz map, from which
we remove the CMB using the 143 GHz channel as a CMB
template before smoothing by a Gaussian with FWHM of 5�.
The map is then thresholded such that the mask has the re-
quired sky fraction. Although the Galactic emission is stronger
at 857 GHz, we expect the 353 GHz mask to better trace dust
emission at the lower frequencies we use. The mask therefore ac-
counts for Galactic dust and Galactic CO emission as explained
in Planck Collaboration XII (2013). We will not worry about
synchrotron emission, which is important at low frequencies,
since its contribution at 100 GHz and at high Galactic latitudes
is small, and, as with the dust component, will be uncorrelated
with the lensing potential. The second mask covers bright point
sources. This mask is created using algorithms tailored to de-
tect point sources in the Planck data and is optimized for each
frequency, as detailed in Planck Collaboration VII (2011) and
Planck Collaboration (2011). The third mask is designed to re-
move extended high-latitude Galactic dust emission (“cirrus”),
as traced by external H i data, as we will describe in Sect. 2.2.1.
While the first two masks are described in Planck Collaboration
XII (2013), the latter is specific to our cross-correlation analy-
sis, as it provides a method to reduce the large-scale noise in our
measurement, and the 3-point nature of our estimate ensures that
it will not introduce a bias (although we test for this in Sect. 5).
Ultimately, when we combine the three masks we obtain an ef-
fective sky fraction of 16, 30 and 43 % for the 20, 40 and 60 %
Galactic masks, respectively.

2.2. External data sets

2.2.1. H i maps

We use measurements of 21-cm emission from Galactic neutral
hydrogen (H i) as a cirrus monitor. Outside of our Galactic and
point source masks we use the H i data to construct a template
of the dust emission in regions where the H i column density
is low (less than NHI  2 ⇥ 1020 cm�2), and we mask regions
where it is high, since in these regions the H i and dust emis-
sion are not well correlated (Boulanger et al. 1996; Boulanger &
Perault 1988, PER). The masking procedure that we use is de-
scribed in detail in Planck Collaboration XXIV (2011). It con-
sists of subtracting the H i dust template from the Planck tem-
perature map at 857 GHz and calculating the skewness of the
residuals in 5 deg2 regions. If the skewness is larger than a given
value then the region is masked. This is an improvement over

3
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Lensing Potential and Temperature are CorrelatedPlanck Collaboration: Planck 2013 results. XVIII. Gravitational lensing-infrared background correlation

Fig. 3. Angular cross-spectra between the reconstructed lensing map and the temperature map at the six HFI frequencies. The error
bars correspond to the scatter within each band. The solid line is the expected result based on the PER model and is not a fit to
these data (see Fig. 16 for an adjusted model), although it is already a satisfying model. In each panel we also show the correlation
between the lens reconstruction at 143 GHz and the 143 GHz temperature map in grey. This is a simple illustration of the frequency
scaling of our measured signal and also the strength of our signal as compared to possible intra-frequency systematic errors.

cance as follows. We count the number of standard deviations as
the quadrature sum of the significance in the di↵erent multipole
bins:

s⌫ =

vut
15X

i=1

0
BBBBB@

CT�
i

�CT�
i

1
CCCCCA

2

. (2)

For our nominal parameters this gives us 3.6�, 4.3�, 8.3�,
31�, 42�, and 32�, at, respectively, 100, 143, 217, 343, 545
and 857 GHz. Note that these numbers include an additional
20 % contribution to the statistical error to account for mode cor-
relations (which we discuss in Sect. 5.1), but do not include sys-
tematic errors or our point source correction. As a comparison, in
each panel we plot the correlation between the lens reconstruc-
tion at 143 GHz and the 143 GHz map in grey. This shows the
frequency scaling of our measured signal and also the strength
of the signal, as compared to possible intra-frequency systematic
e↵ects. This will be studied in depth in Sect. 5.

This first pass on our raw data demonstrates a strong detec-
tion that is in good agreement with the expected CIB-lensing
signal. To get a better intuition for this detection, we show in
Fig. 4 the real-space correlation between the observed tempera-

ture and the lens deflection angles. This figure allows us to vi-
sualize the correlation between the CIB and the CMB lensing
deflection angles for the first time. These images were generated
using the following stacking technique. We first mask the 545
and 857 GHz temperature maps with our combined mask that
includes the 20 % Galaxy mask, and identify 20,000 local max-
ima and minima in these maps. We also select 20,000 random
locations outside the masked region to use in a null test. We then
band pass filter the lens map between ` = 400–600 to remove
scales larger than our stacked map as well as small-scale noise.
We stack a 1 deg2 region around each point in both the filtered
temperature map and lensing potential map, to generate stacked
CIB and stacked lensing potential images. We take the gradient
of the stacked lensing potential to calculate the deflection angles,
which we display in Fig. 4 as arrows. The result of the stack-
ing over the maxima, minima and random points is displayed
from left to right in Fig. 4. The strong correlation seen already
in the cross-power spectrum is clearly visible in both the 545 and
857 GHz extrema, while the stacking on random locations leads
to a lensing signal consistent with noise. From simulations, we
expect a small o↵-set (' 100) in the deflection field. This o↵set
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• Statistical error bars only.

• Grey boxes correspond to 
the 143 GHz based lensing 
potential reconstruction x 
143 GHz temperature map 
as a systematic proxy.

• The colored solid curves 
correspond to the signal 
prediction based on the 
Planck Early paper model.

• Cross-correlation enables 
the use of a large area of 
the sky (40%).
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Using the CIB to “See” the Lensing of the CMB

• Stacking on 20,000, band-pass filtered, 1 deg. wide patches.
• We see the expected relation between light, matter and deflection angles.
• Incidentally, probably the first detection of lensing by voids (e.g., Krause++12).

Planck Collaboration: The Planck mission

Fig. 28. Temperature maps of size 1 deg2 at 545 and 857 GHz stacked on the 20,000 brightest peaks (left column), troughs (centre column) and
random map locations (right column). The stacked (averaged) temperature maps is in K. The arrows indicate the lensing deflection angle deduced
from the gradient of the band-pass filtered lensing potential map stacked on the same peaks. The longest arrow corresponds to a deflection of
6.300, which is only a fraction of the total deflection angle because of our filtering. This stacking allows us to visualize in real space the lensing
of the CMB by the galaxies that generate the CIB. The small o↵set between the peak of the lensing potential and the CIB is due to noise in the
stacked lensing potential map. We choose the same random locations for both frequencies, hence the similar pattern seen in the top and bottom
right panels.

– The Planck best-fit model is in excellent agreement with the
most current BAO data. However, it requires a Hubble con-
stant that is significantly lower (⇠67 km s�1 Mpc�1) than ex-
pected from traditional measurement techniques, raising the
possibility of systematic e↵ects in the latter.

– An exploration of parameter space beyond the basic set leads
to: (a) firmly establishing the e↵ective number of relativis-
tic species (neutrinos) at 3; (b) constraining the flatness of
space-time to a level of 0.1%; (c) setting significantly im-
proved constraints on the total mass of neutrinos, the abun-
dance of primordial Helium, and the running of the spectral
index of the power spectrum.

– we find no evidence at the current level of analysis for tensor
modes, nor for a dynamical form of dark energy, nor for time
variations of the fine structure constant.

– we find some tension between the amplitude of matter fluc-
tuations (�8) derived from CMB data and that derived from
Sunyaev-Zeldovich data; we attribute this tension to uncer-
tainties in cluster physics that a↵ect the latter.

– we find important support for single-field slow-roll inflation
via our constraints on running of the spectral index, curva-
ture and fNL.

– The Planck data squeezes the region of the allowed standard
inflationary models, preferring a concave potential: power

law inflation, the simplest hybrid inflationary models, and
simple monomial models with n > 2, do not provide a good
fit to the data.

– we find no evidence for statistical deviations from isotropy
at ` >50, to very high precision.

– we do find evidence for deviations from isotropy at low `s.
In particular, we find a coherent deficit of power with respect
to our best-fit ⇤CDMmodel at `s between ⇠20 and 30.

– We confirm the existence of the so-called WMAP anomalies.

These results highlight the maturity and high precision being
achieved in our understanding of the Universe, and at the same
time herald a new era in which we can no longer ignore tiny but
significant deviations at low `s from our current standard model.

Other results for which the current Planck data are making
unique contributions are:

– a 25� detection of the distortion of the CMB due to lensing
by intervening structure yields a (noisy but highly signifi-
cant) map over most of the sky of the integrated distribution
of mass back to the CMB last-scattering surface. The detec-
tion of lensing helps Planck to break parameter degenera-
cies, in particular to constrain the reionization optical depth
without the help of polarization data.

41
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Null tests, null tests,and... more null tests...
• Null T(half ring) x Φ
• Null T(detset) x Φ
• Null T(survey) x Φ

• Null T(20%-40% mask) x Φ
• Null T(60%-40% mask) x Φ
• Null T(w/ or wo/ HI cleaning) x Φ

• Null Φ(100-143 GHz) x T

• Null Φ(217-143 GHz) x T

• Null Φ(20-40%) x T

• Same results hold at other frequencies
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5.2.2. Null tests

The Planck scanning strategy, its multiple frequency bands and
its numerous detectors per frequency, o↵er many opportunities
to test the consistency of our signal (see Sect. 2.1). We focus on
such tests in this section. Our aim is to reveal any systematic ef-
fects that could lead to a spurious correlation. For all of the tests
presented, we will quote a �2 value as well as the number of de-
grees of freedom (Ndof) as a measure of the consistency with the
expected null result. Throughout this section, black error bars
in plots will correspond to the measured scatter within an ` bin
multiplied by 1.2, as was justified in Sect. 5.1 and Appendix A,
and will also include a CIB calibration error and a beam error,
while the coloured boxes correspond to the analytical errors of
the corresponding signal (i.e., not the di↵erence corresponding
to the null test). Plotting these two error bars illustrates how im-
portant any deviation could be to our signal. Throughout this
section, we will illustrate our findings with the 545 GHz corre-
lation, since it is our prime band for this measurement, but our
conclusions hold at other frequencies.

The first test we conduct is to take the temperature di↵er-
ence between the two half-ring (HR) maps to cancel any sig-
nal contribution, and therefore investigate the consistency of our
measurements with our statistical errors on all time scales. We
null the temperature maps and correlate with our nominal lens-
ing map. The results are shown in the left panel of Fig. 6. We see
a significant deviation from null only when considering survey
di↵erences. This particular failure can probably be explained by
apparent gain drifts due to nonlinearity in the analog-digital con-
version (Planck Collaboration VI 2013; Planck Collaboration
VIII 2013), not yet corrected at this frequency. Note however
that the predicted variation is about 1% while the deviation from
null would call for a variation of 1.5-2%. But in any case, its
amplitude is too small to significantly a↵ect our measurement.

We see a significant deviation from null only when con-
sidering survey di↵erences. This particular failure can proba-
bly be explained by apparent gain drifts due to nonlinearity in
the analog-digital conversion (Planck Collaboration VI 2013;
Planck Collaboration VIII 2013), not yet corrected at these fre-
quency. But in any case, its amplitude is too small to significantly
a↵ect our measurment.

The second test uses multiple detectors at a given frequency
that occupy di↵erent parts of the focal plane. These detector sets
are used to construct the “detset” maps that were described in
Sect. 2.1. The two “detset” maps are subtracted and then corre-
lated with our nominal lens reconstruction. This test is particu-
larly sensitive to long term noise properties or gain variations, as
we do not expect these to be correlated from detector to detector.
Since this detector division breaks the focal plane symmetry, it
is also a good check for beam asymmetry e↵ects. Here again, we
do not find any significant deviation, as illustrated in the middle
panel of Fig. 6.

The third test we conduct makes use of the redundant sky
coverage, using multiple surveys to cancel the signal. As above,
we null the temperature signal and correlate with the nominal
lens reconstruction. This test is particularly sensitive to any long
term, i.e., month timescale drifts that could a↵ect our measure-
ment. It is also a good test for any beam asymmetry e↵ects, as
individual pixels are observed with a di↵erent set of orientations
in each survey. Since only the first two surveys are complete
for this particular data release, we only use the two full survey
maps to avoid complications with the partially completed third
survey. Here again, we do not find any significant deviation, as
illustrated in the right panel of Fig. 6.

Fig. 6. Null tests at 545 GHz. Left: di↵erence spectra obtained by
nulling the signal in the HR temperature map before correlating
it with our nominal � reconstruction. Middle: temperature signal
nulled using di↵erent detectors at 545 GHz. Right: temperature
signal nulled using the first and second survey maps. The black
error bars correspond to the scatter measured within an `-bin,
while the coloured bands correspond to the analytical estimate.
Except for the survey null test (see text for details), these tests
are passed satisfactorily except, as illustrated by the quoted �2

and Ndof , thus strengthening confidence in our signal.

Fig. 7. Left: di↵erence between the cross-spectra measured us-
ing the 20 % Galactic mask (20 % is the unmasked sky frac-
tion) from that measured with our default 40 % Galactic mask.
Middle: spectra obtained when di↵erencing the 60 % and 40 %
Galaxy mask measurements. For both left and middle panels and
all Galactic masks, the same point source and H imasks are used,
which removes an additional fraction of the sky. Right: di↵er-
ence between the cross-spectra calculated with the H i cleaned
temperature maps from those with no H i cleaning. This cross-
spectrum is thus the correlation between the H i template and the
� reconstruction. The error bars are calculated in the same way
as in Fig. 6. Again, the null tests are passed with an acceptable
�2.

To conclude, this first set of stringent consistency tests have
shown that there is no obvious contamination of our measure-
ments due to instrumental e↵ects. In addition, the reasonable
�2/Ndof obtained gives us confidence in our statistical noise eval-
uation. Although we measure the noise directly from the data,
this success was not guaranteed.

5.3. Astrophysical contamination

We now turn to possible astrophysical biases to our measure-
ment. We will discuss successively known astrophysical contam-
inants that can either come from Galactic or extragalactic origin.
Once again, besides our knowledge of these signals, we will rely
heavily on consistency tests made possible by having multiple
full sky frequency maps.
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5.2.2. Null tests

The Planck scanning strategy, its multiple frequency bands and
its numerous detectors per frequency, o↵er many opportunities
to test the consistency of our signal (see Sect. 2.1). We focus on
such tests in this section. Our aim is to reveal any systematic ef-
fects that could lead to a spurious correlation. For all of the tests
presented, we will quote a �2 value as well as the number of de-
grees of freedom (Ndof) as a measure of the consistency with the
expected null result. Throughout this section, black error bars
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multiplied by 1.2, as was justified in Sect. 5.1 and Appendix A,
and will also include a CIB calibration error and a beam error,
while the coloured boxes correspond to the analytical errors of
the corresponding signal (i.e., not the di↵erence corresponding
to the null test). Plotting these two error bars illustrates how im-
portant any deviation could be to our signal. Throughout this
section, we will illustrate our findings with the 545 GHz corre-
lation, since it is our prime band for this measurement, but our
conclusions hold at other frequencies.

The first test we conduct is to take the temperature di↵er-
ence between the two half-ring (HR) maps to cancel any sig-
nal contribution, and therefore investigate the consistency of our
measurements with our statistical errors on all time scales. We
null the temperature maps and correlate with our nominal lens-
ing map. The results are shown in the left panel of Fig. 6. We see
a significant deviation from null only when considering survey
di↵erences. This particular failure can probably be explained by
apparent gain drifts due to nonlinearity in the analog-digital con-
version (Planck Collaboration VI 2013; Planck Collaboration
VIII 2013), not yet corrected at this frequency. Note however
that the predicted variation is about 1% while the deviation from
null would call for a variation of 1.5-2%. But in any case, its
amplitude is too small to significantly a↵ect our measurement.

We see a significant deviation from null only when con-
sidering survey di↵erences. This particular failure can proba-
bly be explained by apparent gain drifts due to nonlinearity in
the analog-digital conversion (Planck Collaboration VI 2013;
Planck Collaboration VIII 2013), not yet corrected at these fre-
quency. But in any case, its amplitude is too small to significantly
a↵ect our measurment.

The second test uses multiple detectors at a given frequency
that occupy di↵erent parts of the focal plane. These detector sets
are used to construct the “detset” maps that were described in
Sect. 2.1. The two “detset” maps are subtracted and then corre-
lated with our nominal lens reconstruction. This test is particu-
larly sensitive to long term noise properties or gain variations, as
we do not expect these to be correlated from detector to detector.
Since this detector division breaks the focal plane symmetry, it
is also a good check for beam asymmetry e↵ects. Here again, we
do not find any significant deviation, as illustrated in the middle
panel of Fig. 6.

The third test we conduct makes use of the redundant sky
coverage, using multiple surveys to cancel the signal. As above,
we null the temperature signal and correlate with the nominal
lens reconstruction. This test is particularly sensitive to any long
term, i.e., month timescale drifts that could a↵ect our measure-
ment. It is also a good test for any beam asymmetry e↵ects, as
individual pixels are observed with a di↵erent set of orientations
in each survey. Since only the first two surveys are complete
for this particular data release, we only use the two full survey
maps to avoid complications with the partially completed third
survey. Here again, we do not find any significant deviation, as
illustrated in the right panel of Fig. 6.

Fig. 6. Null tests at 545 GHz. Left: di↵erence spectra obtained by
nulling the signal in the HR temperature map before correlating
it with our nominal � reconstruction. Middle: temperature signal
nulled using di↵erent detectors at 545 GHz. Right: temperature
signal nulled using the first and second survey maps. The black
error bars correspond to the scatter measured within an `-bin,
while the coloured bands correspond to the analytical estimate.
Except for the survey null test (see text for details), these tests
are passed satisfactorily except, as illustrated by the quoted �2

and Ndof , thus strengthening confidence in our signal.

Fig. 7. Left: di↵erence between the cross-spectra measured us-
ing the 20 % Galactic mask (20 % is the unmasked sky frac-
tion) from that measured with our default 40 % Galactic mask.
Middle: spectra obtained when di↵erencing the 60 % and 40 %
Galaxy mask measurements. For both left and middle panels and
all Galactic masks, the same point source and H imasks are used,
which removes an additional fraction of the sky. Right: di↵er-
ence between the cross-spectra calculated with the H i cleaned
temperature maps from those with no H i cleaning. This cross-
spectrum is thus the correlation between the H i template and the
� reconstruction. The error bars are calculated in the same way
as in Fig. 6. Again, the null tests are passed with an acceptable
�2.

To conclude, this first set of stringent consistency tests have
shown that there is no obvious contamination of our measure-
ments due to instrumental e↵ects. In addition, the reasonable
�2/Ndof obtained gives us confidence in our statistical noise eval-
uation. Although we measure the noise directly from the data,
this success was not guaranteed.

5.3. Astrophysical contamination

We now turn to possible astrophysical biases to our measure-
ment. We will discuss successively known astrophysical contam-
inants that can either come from Galactic or extragalactic origin.
Once again, besides our knowledge of these signals, we will rely
heavily on consistency tests made possible by having multiple
full sky frequency maps.
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Fig. 8. Left: di↵erence between cross-spectra calculated using
the lens reconstruction at 100 GHz with the nominal 143 GHz
reconstruction. We see an overall shift, which leads to a high
reduced �2. This shift can be explained by the expected overall
normalization uncertainties of the 100 GHz and 143 GHz recon-
structions. While this uncertainty is not included in the �2 or
the solid bars, it is included later in our analysis in Sect. 6.1.
Middle: same as the left panel, but the 217 GHz reconstruction
is used instead of the 100 GHz reconstruction. Right: di↵erence
between cross-spectra when we consider the 143 GHz lens re-
construction calculated with a less restrictive Galaxy mask (that
excludes only 20 % of the sky) and the nominal reconstruction
mask that excludes 40 % of the sky.

5.3.1. Galactic foregrounds

Galactic foregrounds have two possible e↵ects on our measure-
ment. The first is the introduction of an extra source of noise. The
second is that contamination of the lensing reconstruction by any
Galactic signal, e.g., synchrotron, free-free or dust, which could
then correlate with foreground emission present in the tempera-
ture maps, remains a source of bias that has to be investigated.
We will show that this bias is small. To do so, we take three ap-
proaches. We first investigate various Galactic masks, then per-
form the lensing reconstruction at various frequencies, and fi-
nally investigate the e↵ect of a dust-cleaning procedure.

First, we consider two additional masks, either more aggres-
sive or more conservative than our fiducial one. Both were intro-
duced in Sect. 2.1. The first one leaves approximately 20 % of
the sky unmasked, while the second one leaves approximately
60 % of the sky. Given the strong dependence of Galactic fore-
grounds on Galactic latitude, any Galactic contamination should
vary strongly when we switch between masks. Comparing the
measurements using these masks with our fiducial 40 % mask in
the left and centre panels of Fig. 7, we do not see any substantial
deviation from our fiducial measurements. This excludes strong
Galactic contamination of our results.

Second, we perform the lens reconstruction at 100 and
217 GHz, di↵erent from the fiducial frequency of 143 GHz, and
compare their correlation with the temperature maps. Given the
strong dependence of the Galactic emission with frequency, T /
⌫�3 for synchrotron and T / ⌫2 for dust in this frequency range,
any contamination of our signal would have a strong frequency
dependence. The comparison with the 100 GHz (217 GHz) re-
construction is presented in the left (centre) panel of Fig. 8. The
right panel shows the di↵erence of the cross-spectra calculated
using the 143 GHz reconstruction with a more aggressive Galaxy
mask (20 % instead of 40%), to reduce possible Galactic contam-
inants in the reconstruction, and the nominal reconstruction. The
three di↵erences are consistent with null as demonstrated by the
quoted �2 and Ndof .

Third, we investigate more specifically how cirrus, the domi-
nant Galactic contaminant for our higher frequency channels, af-
fects our measurements. We rely on the dust cleaning procedure

detailed in Sect. 3.2 that aims to remove the H i-correlated dust
component. This procedure leads to a decrease in the variance
measured outside the mask of 22, 65, 73 and 73 % in the 217,
353, 545 and 857 GHz maps, respectively. This frequency de-
pendence is expected given the dust scaling. However, in Fig. 7,
where we show the di↵erences between the cleaned and non-
cleaned cross-spectra, we observe that the large scale H i clean-
ing, even though it makes a substantial impact on the power
within our map, only makes a small change at low-` in the cross-
spectrum, as well as reducing the noise at all multipoles. If we
quantify the e↵ect of our “local” H i cleaning on the detection
significance level computed using only statistical errors, we find
that the significance is increased by 4, 4, 28, and 36 % at 217,
353, 545 and 857 GHz, respectively. Also, not surprisingly, we
observe that for frequencies up to 353 GHz where the statistical
errors are dominated by the CMB, the H i cleaning has almost no
e↵ect on the cross-spectra. From the three studies in this section
we conclude that there are no obvious signs of Galactic fore-
ground contamination in our cross-correlation.

5.3.2. Point source contamination

We now discuss another well-known potential source of contam-
ination, namely the contribution of unresolved point sources vis-
ible either through their radio or dust emission. Our concern is
that a correlation between a spurious lens reconstruction caused
by unresolved point sources can correlate with sources in the
temperature map. Although in Sect. 5.3.1 our null test using lens
reconstructions at di↵erent frequencies suggests that unresolved
point sources are not an obvious contaminant, we will now per-
form a more detailed test designed specifically to search for point
source contamination. Following Smith et al. (2007); Osborne
et al. (2013), we will construct a point source estimator designed
to be more sensitive than the lensing estimator to point source
contamination. Our focus here will be on possible contamina-
tion from the point source shot-noise bispectrum. In Sect. 5.3.5
we will discuss contamination from a scale dependent bispec-
trum.

Our (unnormalized) quadratic estimator, which is designed
to detect point source contributions is given by

(⇥̄143(n̂))2
LM ⌘

X

LM

Y⇤LM(n̂) (⇥̄143(n̂))2, (5)

where ⇥̄ is the inverse-variance filtered sky map. This estima-
tor is simply the square of the inverse-variance filtered sky map,
which is a more sensitive probe of point sources than the stan-
dard lensing estimator.

In Fig. 9 we plot the cross-spectrum of (⇥̄143(n̂))2
LM mea-

sured at 143 GHz and ⇥̄⌫LM for the full set of HFI channels. This
cross-spectrum is probing the same point source contributions
that could bias our estimates of CT�

` , however with a greater
signal-to-noise ratio.

There is one complication here, which is that just as lens
reconstruction may be biased by point source contributions, the
point source estimator is correspondingly biased by lensing. The
bias to the plotted cross-spectra is given by

h(⇥̄143(n̂))2
LM⇥̄

⌫⇤
LMi� =

C⌫�L
C⌫⌫L

X

`1m1

X

`2m2

G�Mm1m2
L`1`2

Ctot
`1

Ctot
`2

⇥
⇣
(�1)m1 Im2�M�m1

`2L`1
C̃`1 + (�1)m2 Im1�M�m2

`1L`2
C̃`2
⌘
, (6)

10



Olivier Doré Mining the Cosmic Frontier in the Planck Era, May 2013

Is SZ Contamination Important?

• Current models suggest SZ contribution is not important.

• To test this with our data nonetheless, we compare a “fit” using a CIB  only SED (Fixsen++98 or 
Gispert++01) to a fit with an added SZ spectra:

‣ The CIB only SED, without any fit, is a good match to the measured frequency dependence.

‣ The data do not favor the inclusion of an extra SZ component, i.e., no significant ΔΧ2.
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where Gm1m2m3
`1`2`3

=
R

dn̂ Y`1m1 (n̂)Y`2m2 (n̂)Y`3m3 (n̂), C̃` is the un-
lensed CMB spectrum, Ctot

` is the spectrum of ⇥143(n̂), Im1m2m3
`1`2`3

is as defined in Okamoto & Hu (2003), and we have used the
fact that for our inverse-variance filtering, ⇥̄`m ⇡ ⇥`m/Ctot

` . We
have calculated this contribution using our measured CT�

L and
subtracted it from the data points of Fig. 9.

We can consider the e↵ect of shot noise on this cross-
spectrum. With the shot-noise bispectrum defined by

h⇥`1m1⇥`2m2⇥
⌫
`3m3
iS 3 = Gm1m2m3

`1`2`3

D
S 3
E

(7)

the bias to the plotted cross-spectrum is given as

h(⇥̄143(n̂))2
LM⇥̄

⌫
LMiS 3 =

D
S 3
E (�1)M
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`1m1

X

`2m2

G�Mm1m2
L`1`2

GMm1m2
L`1`2

Ctot
`1

Ctot
`2

.

(8)
This bias is plotted for best-fit values of hS 3i as the black lines in
Fig. 9. To minimize systematic e↵ects that might bias the

D
S 3
E

estimator, we have estimated S 3 from the spectra of Fig. 9 be-
tween multipoles between ` = 500 and 2000. The fitted

D
S 3
E

amplitudes are given in Table 1.
These amplitudes match our expectations, for example

see Planck Collaboration XIII (2011). We observe a decrease in
the amplitude of the point source contribution going from 100 to
217 GHz, which corresponds to a dominant contribution from ra-
dio point sources. We do not see any evidence of a dusty galaxy
contribution to the shot-noise bias. These conclusions have been
verified using less restrictive point source masks that cover fewer
sources.

With estimates of S 3 in hand, we estimate a corresponding
bias to CT�

` , given by

D
�̂LM⇥̄

⌫⇤
LM

E
S 3 = (�1)M
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S 3
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`1m1
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`2m2

Wm1m2 M
`1`2L
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`1

Ctot
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Gm1m2�M
`1`2L (9)

where Wm1m2 M
`1`2L = (�1)m2 (I�m2 Mm1

`2L`1
C̃`1 + Im1 M�m2

`1L`2
C̃`2 )/2R��L with

R��L defined in Planck Collaboration XVII (2013). We show this
contribution later in Fig. 11 as the dotted line. While non-zero,
we see that the point source shot noise contribution is always
negligible in the ` range we consider, except at lower frequencies
where the radio point sources are important (but still not strong
enough to lead to any clear signal in the cross-spectra).

5.3.3. SZ contamination

A fraction of CMB photons travelling from the surface of recom-
bination are scattered by hot electrons in galaxy clusters. In the

Table 1. Point source estimator. The measured quantity
D
S 3
E
, as

defined in Eq. 9 is given as a function of frequency.

Frequency
D
S 3
E

(No. of �)
[ GHz] [⇥109µK3]

100 . . . . . . . 11.7 ± 5.8 (2.0)
143 . . . . . . . 4.3 ± 1.8 (2.3)
217 . . . . . . . 3.7 ± 1.6 (2.2)
353 . . . . . . . 6.1 ± 3.9 (1.6)
545 . . . . . . . �79 ± 39 (�2.0)
857 . . . . . . . (�1.9 ± 2.1) ⇥ 103 (�0.9)

Fig. 10. Frequency spectrum of our cross-spectra averaged
within `-bins (black points with associated error bars). The light
shaded regions correspond to the HFI frequency bands. The solid
black curve corresponds to the best-fit CIB assuming a Gispert
et al. (2000) spectrum, while the dot-dashed line assumes a
Fixsen et al. (1998) spectrum. The dashed black line corresponds
to the best-fit model when allowing for an SZ component in ad-
dition to the Gispert et al. (2000) CIB shape. The blue dots cor-
respond to the associated absolute value of the best-fit SZ com-
ponent. We conclude from this plot that the SZ e↵ect is not an
important contaminant.

most massive clusters approximately 1 % of CMB photons pass-
ing through them get scattered. On average, their energy will be
increased, which leads to a measurable spectral distortion. This
is the so-called thermal Sunyaev-Zeldovich (SZ) e↵ect (Sunyaev
& Zeldovich 1970). At the location of a galaxy cluster the CMB
appears colder at frequencies below about 220 GHz and hotter
at higher frequencies, with a temperature change proportional
to the cluster optical depth to Compton scattering and to the
electron temperature. Since hot electrons in clusters also trace
the large scale matter potential that is traced by CMB lensing,
we expect an SZ-induced contamination in our measurement at
some level. We will show below that the level of contamination
is negligible. In these calculations we ignore the small relativis-
tic corrections to the thermal SZ spectrum (e.g., Nozawa et al.
2000). We also ignore the kinetic SZ signal coming from the bulk
motion of hot electrons in clusters, since it is subdominant to
the thermal signal (Sunyaev & Zeldovich 1980; Reichardt et al.
2012; Hand et al. 2012).

The frequency dependence of the SZ signal in our map de-
pends on the detector bandpasses and is

f (⌫) =

R
d⌫ h(⌫) g(⌫)
R

d⌫ h(⌫)
, (10)

where h(⌫) is the detector bandpass and g(⌫) is the SZ fre-
quency dependence, which in the non-relativistic limit is g(⌫) =
x (ex + 1)/(ex � 1) � 4, with x = h⌫/kBTCMB. The e↵ect of the
bandpass only makes a large di↵erence at 217 GHz near the null
of the SZ signal. The thermal SZ a↵ects our measurement in two
ways. First, since the SZ emission in our maps is not a Gaussian
random field (e.g., Wilson et al. 2012) it introduces a spurious
signal into our lens reconstruction that will correlate with the
SZ signal in our CIB map. As shown in Osborne et al. (2013),
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Is the CIB Bispectrum Worrisome?

• CIB bispectrum detected by Crawford++12 but still largely uncertain.

• We use a lensing reconstruction at 545 GHz to set an upper limit on the CIB bispectrum 
contribution:
‣ At l=400, the 1700 μK for Φ(545)xT(545) leads to a 0.02 μK signal for Φ(143)xT(545).
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our data does not improve the fit in the ` range of interest to us
and thus we do not consider it necessary to correct for.

As an extra validation of this result, we now verify its consis-
tency with current models of the CIB and SZ emission. For this
purpose, we use the calculation of the correlation from Osborne
et al. (2013), based on Babich & Pierpaoli (2008), which models
the SZ emission as a statistically isotropic signal modulated by
a biased density contrast, where the bias depends on the clus-
ter mass and redshift. To obtain an estimate of the contribution
to the cross-spectrum at 217–857 GHz we assume that the mea-
sured cross-spectrum at 143 GHz is entirely due to thermal SZ
emission (note that we do this to find what we believe to be an
upper limit on the SZ contribution at 217–857 GHz; for the rea-
sons stated above we do not expect the 143 GHz correlation to
be due to SZ). Since the SZ signal at 143 GHz gives a decrement
in the CMB, and the CIB emission gives an enhanced signal, it
is possible that this approach could still underestimate the SZ
signal. We find that in order to fit the cross-spectrum at 143 GHz
using only the SZ-lensing correlation requires an amplitude of
(2.4 ± 1.6) times our calculated SZ-lensing cross-spectrum. In
Fig. 11 the dashed line shows the magnitude of this SZ signal
scaled to each frequency using Eq. 10. The small contribution it
makes at 217–857 GHz further suggests that we can neglect this
component. At 217 GHz the signal is negative, while at higher
frequencies it is positive.

5.3.4. ISW contamination

The Integrated Sachs-Wolfe (ISW) e↵ect describes the redshift-
ing (blueshifting) of photons travelling through gravitational po-
tential wells (hills) that decay as the photons travel through
them (Sachs & Wolfe 1967). The induced modulation of the
CMB mean by the gravitational potential generates CMB fluc-
tuations that correlate with the lensing potential, which also
traces out the gravitational potential perturbations (Seljak &
Zaldarriaga 1999; Goldberg & Spergel 1999; Lewis et al. 2011).
Note that because the mean of the CIB is relatively much smaller
than its fluctuation, the ISW induced CIB fluctuations make a
negligible change to total CIB anisotropy. The CMB ISW in-
duced signal has the same frequency dependence as the CMB
and so is only a significant contaminant for us at low frequen-
cies. We evaluate this signal using a theoretical calculation per-
formed in CAMB (Lewis et al. 2000). The results are shown as the
solid line in Fig. 11. It is a negligible contribution at all frequen-
cies, except in the lowest `-bin of the lowest frequencies, where
the measured cross-spectrum is consistent with zero.

5.3.5. CIB bispectrum

Having calculated the bias from the point source shot noise in
Sect. 5.3.2, we now discuss a more complicated form of the
unresolved point source 3-point function that could be present
in our data, namely the clustering contribution. While unknown
(although the first detection was recently reported in Crawford
et al. (2013)), the CIB bispectrum is potentially a direct contam-
inant to our measurement. Because of the non-linear clustering
of DSFGs (PER), it has to exist. But because of the very large
redshift kernel that characterizes the CIB, this non-Gaussian ef-
fect will be washed out, reducing its importance. Nevertheless,
we ought to study it carefully.

If important, this e↵ect would show up as a departure of the
data from the best-fit curve in Fig. 9, since the best-fit model
that we used assumes only a Poissonian shot-noise contribution.

Fig. 12. Cross-spectrum of the 545 GHz lens reconstruction
correlated with the 545 GHz temperature map with di↵erent
Galactic masks. The legend gives the visible sky fractions. The
solid line represents the analytic unclustered shot-noise contri-
bution fit to the fsky = 0.09 points above ` = 1300.

We do not see any significant deviation in Fig. 9. Still, in or-
der to isolate this e↵ect we create cross-spectra with increased
sensitivity to the clustered point source signal. We do this by
calculating the lens reconstruction at 100 GHz and 545 GHz,
where, respectively, the radio and dusty point source contribu-
tion is stronger. The 545 GHz map has a much larger Galactic
dust signal than our nominal 143 GHz map. However, unlike in
our fiducial estimates, here we do not attempt to project out dust
contamination from the map used to perform our lens recon-
struction as this would also remove some of the CIB signal in
the bispectrum. As was found in Sect. 5.3.1 the cross-correlation
between the 100 GHz reconstruction and the 100 GHz temper-
ature map does not show any large di↵erence with the cross-
spectrum obtained using the 143 GHz signal. We are thus not
sensitive enough to detect a bias from the clustering of radio
sources using this method. However, we do detect a strong cross-
correlation between the raw 545 GHz lens reconstruction and
the 545 GHz temperature map. This cross-spectrum is shown
in Fig. 12 for three di↵erent Galaxy masks. The line shows the
point source shot-noise template derived in Sect. 5.3.2, fit to the
cross-spectrum with the 10 % Galaxy mask at ` above 1300. If
the signal were entirely due to extragalactic point sources, then
the signal would be independent of masking, and we do see a
convergence of the signal at high ` as the size of the Galactic
mask is increased. At low `, however, there is a large Galactic
contribution and the convergence with the reduced mask size
is less clear. We thus conclude that a strong contribution from
Galactic dust is present in this measurement at all `.

We do not attempt to calculate accurately the shape of the
clustering contribution to the CIB bispectrum here, since it is
beyond the scope of this work, even though a simple prescrip-
tion for it has recently been proposed in Lacasa et al. (2012).
To separate the Galactic from non-Galactic contributions in our
bispectrum measurement is di�cult, even if a strong Galactic
signal is clearly present, given the strong dependence of the sig-
nal on variations of the Galactic mask in Fig. 12. However, the
combination of dust cleaning that we perform in our nominal
pipeline, coupled with the fact that our nominal pipeline uses
the 143 GHz map for lens reconstruction, means that we do not
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Fig. 9. Results from the point source contamination estimator of Eq. (5). The best-fit cross-spectra associated with shot noise are
plotted in black. We do not show the best-fit at 545 and 857 GHz since the signal-to-noise ratio is low. The grey line is a prediction
for the bias from the CMB lensing - infrared correlation, and has been subtracted from the spectra (plotted as black points). We
see that with the subtraction of the bias from CMB lensing, the measured bispectrum-related spectrum is generally consistent either
with zero, or with the shape expected for shot noise.

this is well approximated by a Poisson noise term and is thus al-
ready addressed by our treatment of point sources in Sect. 5.3.2.
The spurious lensing signal will also correlate with other com-
ponents in our map such as the CIB. However, we ignore these
terms since they will be smaller than those that correlate directly
with the SZ emission. Additionally, a contribution comes from
SZ emission in our CIB map that correlates with the lensing po-
tential itself. The latter is the dominant term and we discuss it in
this section.

To measure a contribution from the SZ-lensing correlation
we attempt to separate the SZ and CIB emission based on their
di↵ering spectral shapes. We consider all frequencies from 100
to 857 GHz, but we will illustrate this procedure by considering
only two ` bands: ` = 300–450; and 1200–1450. The first is well
inside the linear regime, while the second receives a more im-
portant non-linear contribution. However, we have checked that
if we consider di↵erent `-bins we obtain similar conclusions. We
model the signal within each ` band as s`(⌫) = a1,`c(⌫)+a2,` f (⌫),
where c(⌫) and f (⌫) are, respectively, the CIB frequency depen-
dence (as proposed in Fixsen et al. 1998 or Gispert et al. 2000)
and the SZ frequency dependence obtained from Eq. 10. For

each ` band, we will solve for a1,` and a2,` minimizing the as-
sociated �2 while forcing both amplitudes to be positive. As an
approximation to the error in each multipole band we calculate
the scatter of the signal within the band and multiply it by 1.2,
as discussed in Sect. 5.1.

In Fig. 10 we show the measured frequency spectrum within
each ` band, along with the best-fit SZ-lensing and CIB-lensing
spectra. For the CIB-only fit with the Gispert et al. (2000) fre-
quency dependence we find a relatively poor fit in the lowest
`-bin, �2 (dof) = 15.5 (5), but an improved fit in the higher `-
bin, �2 (dof) = 4.15 (5). Including the SZ component gives ��2

= 0.52 and 1.34 in the low and high ` bins for one extra degree
of freedom. When we use the Fixsen et al. (1998) frequency de-
pendence we find an improved fit, with �2 (dof) = 2.25 (5) and
5.49 (5) in the low and high-`-bins, respectively. Overall, the im-
provement in the �2/dof when including the SZ component does
not justify inclusion of the SZ component in the model, with
the poor fit driven by the lowest frequency bands where the CIB
scaling is rather unconstrained. In fact, our measurements might
constitute the first constraints to date on this scaling. From these
results we conclude that including the SZ-lensing correlation in
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Fig. 11. Foreground components at each frequency. The data points and error bars show our results. The dashed line is an estimated
upper limit on the magnitude of the SZ contamination derived in Sect. 5.3.3. We show the absolute value of this contribution, which
is negative at frequencies less than 217 GHz. The dot-dashed line is the extragalactic point source contribution, with an amplitude
measured from our data as derived in Sect. 5.3.2. Again we show the absolute value, with the signal being negative below ` ⇠ 1200.
The oscillating solid line corresponds to the calculated ISW contamination.

observe any dependence with masking in our measurement, as
seen in Fig. 7. Because of this, the CIB bispectrum is unlikely to
be a large contribution to our measurement. Furthermore, even
if we were to assume that all of the signal seen in Fig. 12 was
extragalactic in nature, using the Gispert et al. (2000) frequency
scaling for the CIB (also appropriate for the Galactic dust in fact,
Planck Collaboration XXIV 2011), the roughly �1700 µK.sr ob-
served at ` = 400 for the 40 % Galactic mask would only lead
to a �0.02 µK.sr signal in Fig. 11, which is an order of magni-
tude smaller than our measured signal. To conclude, although
our analysis does not lead to a clean measurement of the CIB
bispectrum, we can safely assume that it is not a contaminant to
our measurement.

5.4. Final statistical and systematic error budget

Throughout the suite of tests for instrumental and observational
systematic errors presented in Sect. 5.2, as well as the suite
of tests for possible astrophysical contaminants presented in
Sect. 5.3, we have established the robustness of our measure-
ment. The fact that our consistency tests do not lead to any sig-

nificant deviation gives us confidence in our error budget. As
described in Sect. 5.2 we add to them an overall calibration un-
certainty, beam uncertainty, and lens normalization uncertainty,
consistent with the Planck data processing paper (Planck HFI
Core Team 2011b). We gather the measured band-powers in
Table 2, along with our statistical and systematic errors. These
band-powers have been corrected for the point source compo-
nent measured in Sect. 5.3.2, whose amplitude is also given in
Table 2.

Once all systematic e↵ects are factored in, we claim a de-
tection significance of 3.6 (3.5), 4.3 (4.2), 8.3 (7.9), 31 (24), 42
(19), and 32 (16) � statistical (statistical and systematic) at 100,
143, 217, 353, 545 and 857 GHz, respectively.

6. Interpretation and discussion

The correlation we have investigated leads to a very strong sig-
nal at most HFI frequencies. After a thorough examination of
possible instrumental and astrophysical origins, we interpret it
as originating from the spatial correlation between the sources
of the CIB and the matter responsible for the gravitational de-
flection of CMB photons. In this section, we build on this result
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Figure 17. Comparison of BLAST and HFI measurements at 545 and
857 GHz. HFI data points are the red circles; BLAST data points are the
black triangles. They have been color corrected for the comparison (the
color has been computed using the CIB SED of Gispert et al. (2000),
integrated through the BLAST and HFI bandpass filters). The dashed
line is the BLAST shot noise (also color corrected). Also shown is the
BLAST best fit clustering model (black dash-dotted line) and the to-
tal contribution (shot noise plus clustering; continuous green line). It
provides a good fit to the Planck data.

We also plot their best fit halo model which has a minimum halo
mass required to host a galaxy of log(Mmin/M⇥) = 11.5+0.4

�0.1, and
an e�ective bias be� ⇤ 2.4. We see from Fig. 17 that their model
is a very good fit to the HFI data points. Indeed, it provides
a much better fit of the HFI data points than the BLAST data
points!

5.4. A self-consistent, cosmological, IR, galaxy evolution
model

Our interpretation of the CIB anisotropy measurements relies on
a model introduced in Penin et al. (in prep). The model builds
upon the halo model formalism (see Cooray & Sheth 2002, for
a review) and populates dark matter halos with galaxies using a
HOD, modeling the emission of dusty galaxies using the infrared
evolution model of Béthermin et al. (2010c). Our main motiva-
tion for developing and using this parametric model is that it
allows us to handle, in a self-consistent manner, observational
constraints coming from galaxy clustering and the CMB with
more galaxy-evolution-centered measurements such as number
counts or luminosity functions at various wavelengths and red-
shifts. This is a key feature of our model.

Previous models, such as Amblard & Cooray (2007) and
Viero et al. (2009), have used the Lagache et al. (2004) infrared-
galaxy evolution model. Compared to Lagache et al. (2004) and
Marsden et al. (2010), the parametric evolution of Béthermin
et al. (2010c) better reproduces the mid-IR to millimeter statisti-
cal observations of infrared galaxies (number counts, luminosity
functions, CIB, redshift distributions). This is important since
we derive from this model the mean emissivity per comoving
unit volume, introduced below, which is a key quantity for inter-
preting CIB anisotropies.

On the scales of interest to us we can use the Limber ap-
proximation (Limber 1954) and write the angular (cross) power
spectrum of infrared emission at two frequencies, � and �⌅, and

at a multipole ⌃ as (e.g., Knox et al. 2001):

C��
⌅
⌃ =

⇤
dz
�

d⇥
dz

⇥ �
a
⇥

⇥2
j̄�(z) j̄�⌅ (z)Pgg(k = ⌃/⇥, z) (37)

where ⇥ is the comoving angular diameter distance to redshift
z, a = (1 + z)�1 is the scale factor and j̄�(z) is the mean emis-
sivity per comoving unit volume at frequency � and redshift z.
The mean emissivity is derived using the empirical, parametric
model of Béthermin et al. (2010c)6:

j̄�(z) = (1 + z)
⇤ S cut

0
dS S

d2N
dS dz

. (38)

The remaining ingredient in the model is thus Pgg(k, z). As a
foil to the HOD model for Pgg we begin with the simple, constant
bias model in which

Pgg(k, z) = b2
linPlin(k, z) (39)

where blin is a redshift- and scale-independent bias and Plin(k)
is the linear theory, matter power spectrum. We compute Plin(k)
using the fit of Eisenstein & Hu (1998). We shall see that such a
model is not su⇥cient to explain the CIB anisotropies that we
measure. This is not unexpected: at the mean distance of the
sources we are probing Mpc scales where non-linearities and
scale-dependent bias are important.

By contrast the HOD model computes Pgg(k, z) as the sum
of the contributions of galaxies within a single dark matter halo
(1h) and galaxies belonging to two di�erent halos (2h):

Pgg(k) = P1h(k) + P2h(k) . (40)

The details of our assumptions for the 1h and 2h terms are given
in the Appendix. On large scales P2h reduces to a constant bias
(squared) times the linear theory power spectrum while the 1-
halo term becomes a scale-independent, shot-noise term.

Before comparing our model to Planck observations, let us
identify the parameters we hope to constrain with these data.
The infrared galaxy evolution model of Béthermin et al. (2010c)
satisfyingly reproduces current number count observations and
luminosity function measurements at the price of introducing a
luminosity function characterized by thirteen parameters. These
thirteen parameters fully define the mean emissivities, j̄�(z),
given in Eq. 38. The standard cosmological parameters (baryon
density, tilt, etc.) mostly define the shape of the linear power
spectrum in Eq. 39 and the geometric functions like ⇥(z). The
HOD formalism we introduce in the appendix requires four more
parameters. Penin et al. (in prep) investigated this full parame-
ter space and its degeneracies and concluded, not surprisingly,
that the current generation of infrared galaxy clustering measure-
ments will not allow us to constrain all these parameters simulta-
neously. Furthermore, they show that most of the constraints on
the luminosity function evolution come from number counts and
monochromatic luminosity function measurements. In the next
section we thus fix the luminosity function parameters to their
best-fit values (from Béthermin et al. 2010c) and vary only some
of the HOD parameters.

6 Note that for illustration purpose and where specified only, we will
sometimes use the older phenomenological model of Lagache et al.
(2004) (LDP).

20

Planck Collaboration: Planck 2013 results. XVIII. Gravitational lensing-infrared background correlation

are using a linear model, we write the relevant angular spectra as

CXY
` =

Z �⇤

0
d� WX(�)WY (�) P��(k = `/�, �), (13)

where X and Y are either the CIB at frequency ⌫ or the lensing
potential �, the integral is over �, the comoving distance along
the line of sight, �⇤ is the comoving distance to the last scattering
surface, P��(k, �) is the matter power spectrum at distance �, and
the WX functions are the redshift weights for each of the signals
X:
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Here b is the DSFG bias that we assume to be redshift indepen-
dent, a is the scale factor, j̄⌫(�) is the mean CIB emissivity at
frequency ⌫, as defined in PER, ⌦m is the matter density today
in critical density units and H0 is the Hubble parameter today.
We use the Hall et al. (2010) model for the CIB kernel, which
treats the CIB emissivity as a Gaussian in redshift:

j̄⌫(�) / a �2 exp
h
�(z � zc)2/2�2

z

i
f⌫(1+z) (15)

where we use a modified blackbody frequency dependence

f⌫(1+z) / ⌫�B⌫(Td). (16)

We fix the dust temperature to Td = 34 K, the spectral in-
dex to � = 2 (Hall et al. 2010), and assume a constant bias
b. We include a single normalization parameter for j, which
we marginalize over. Since the normalization and bias param-
eters are degenerate in Eq. 13, if we were to only use the mea-
sured auto- and cross-spectra this approach would be equivalent
to marginalizing over a frequency independent bias parameter.
However, we will further constrain our model using the FIRAS
data, which breaks this degeneracy. We constrain the zc and �z
parameters at each frequency, giving us a total of 13 free param-
eters.

For 217–857 GHz, we use the FIRAS measurements of the
CIB mean intensity from Lagache et al. (2000) as an additional
constraint to our model. The mean intensity is simply

I⌫ =
Z �⇤

0
d� a j̄⌫(�) . (17)

Using this equation and the measured FIRAS mean and uncer-
tainty we calculate a �2 value and add this to the �2 in Eq. 11.
Since there are no FIRAS constraints at 100 and 143 GHz, as
well as no CIB auto-spectra measurements, and noisier cross-
spectra measurements at these frequencies, our constraints for
the 100 and 143 GHz redshift parameters are weaker than for the
other parameters.

The linear bias model considers only linear clustering, and
so when fitting the auto-spectra we restrict ourselves to ` < 500,
where non-linear contributions are negligible. Because we do not
consider the high-` modes, we also neglect the shot-noise con-
tribution to the auto-spectra. The best-fit model is shown as the
coloured dashed lines in Fig. 15, with �2 values of 13.4, 16.8,
25.2, 21.8, 9.1, and 9.4 if we break up the �2 contribution per
frequency from 100 to 857 GHz, leading to an overall �2 of 95.7
for Ndof = 59. We see that the model captures some features of
the data, but we also have evidence it is significantly missing

Fig. 15. Measured cross-spectra with the best-fit j reconstruction
model fit to both the CIB auto- and CIB-lensing cross-spectra
(solid coloured), and the best-fit linear bias model (dashed
coloured). The �2 values quoted in each panel are the contribu-
tion to the global �2 from the data in the panel for the halo model,
and loosely indicate the goodness of fit (see text for details).
The one and two-halo contributions are shown as the dashed and
solid black lines, respectively. A light dashed black horizontal
line is indicating the zero level.

Fig. 16. PIR auto-spectra with the best-fit mean emissivity j re-
construction model fit for the CIB auto and CIB-lensing cross-
spectra (solid coloured). The �2 values are defined as in Fig. 15.
The one and two-halo contributions are shown as the dashed and
solid black lines, respectively, while shot noise is the dot-dashed
black line.

some as well. This is perhaps not surprising given the simplic-
ity of the model. The two-dimensional marginal distributions of
the zc,�z parameters are shown in Fig. 14. Although we allowed
for these parameters to be frequency dependent we note that the
point zc = 1 and �z = 2.2 is in a region of high probability at all
frequencies, and gives a redshift distribution for the emissivity
density roughly consistent with our expectations, rising toward
z = 1 due to the �2 term and then only slowly falling o↵ toward
higher redshifts.
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Here b is the DSFG bias that we assume to be redshift indepen-
dent, a is the scale factor, j̄⌫(�) is the mean CIB emissivity at
frequency ⌫, as defined in PER, ⌦m is the matter density today
in critical density units and H0 is the Hubble parameter today.
We use the Hall et al. (2010) model for the CIB kernel, which
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We fix the dust temperature to Td = 34 K, the spectral in-
dex to � = 2 (Hall et al. 2010), and assume a constant bias
b. We include a single normalization parameter for j, which
we marginalize over. Since the normalization and bias param-
eters are degenerate in Eq. 13, if we were to only use the mea-
sured auto- and cross-spectra this approach would be equivalent
to marginalizing over a frequency independent bias parameter.
However, we will further constrain our model using the FIRAS
data, which breaks this degeneracy. We constrain the zc and �z
parameters at each frequency, giving us a total of 13 free param-
eters.

For 217–857 GHz, we use the FIRAS measurements of the
CIB mean intensity from Lagache et al. (2000) as an additional
constraint to our model. The mean intensity is simply
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tainty we calculate a �2 value and add this to the �2 in Eq. 11.
Since there are no FIRAS constraints at 100 and 143 GHz, as
well as no CIB auto-spectra measurements, and noisier cross-
spectra measurements at these frequencies, our constraints for
the 100 and 143 GHz redshift parameters are weaker than for the
other parameters.

The linear bias model considers only linear clustering, and
so when fitting the auto-spectra we restrict ourselves to ` < 500,
where non-linear contributions are negligible. Because we do not
consider the high-` modes, we also neglect the shot-noise con-
tribution to the auto-spectra. The best-fit model is shown as the
coloured dashed lines in Fig. 15, with �2 values of 13.4, 16.8,
25.2, 21.8, 9.1, and 9.4 if we break up the �2 contribution per
frequency from 100 to 857 GHz, leading to an overall �2 of 95.7
for Ndof = 59. We see that the model captures some features of
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Fig. 15. Measured cross-spectra with the best-fit j reconstruction
model fit to both the CIB auto- and CIB-lensing cross-spectra
(solid coloured), and the best-fit linear bias model (dashed
coloured). The �2 values quoted in each panel are the contribu-
tion to the global �2 from the data in the panel for the halo model,
and loosely indicate the goodness of fit (see text for details).
The one and two-halo contributions are shown as the dashed and
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Fig. 16. PIR auto-spectra with the best-fit mean emissivity j re-
construction model fit for the CIB auto and CIB-lensing cross-
spectra (solid coloured). The �2 values are defined as in Fig. 15.
The one and two-halo contributions are shown as the dashed and
solid black lines, respectively, while shot noise is the dot-dashed
black line.

some as well. This is perhaps not surprising given the simplic-
ity of the model. The two-dimensional marginal distributions of
the zc,�z parameters are shown in Fig. 14. Although we allowed
for these parameters to be frequency dependent we note that the
point zc = 1 and �z = 2.2 is in a region of high probability at all
frequencies, and gives a redshift distribution for the emissivity
density roughly consistent with our expectations, rising toward
z = 1 due to the �2 term and then only slowly falling o↵ toward
higher redshifts.
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• We fix the cosmology to the Planck cosmology as we are dominated by galaxy modeling 
uncertainties.

• We consider two models:

‣ A simple linear bias model with a “Gaussian” emissivity (inspired by Hall+12). 

‣ A Halo Occupation Density (HOD) model. We solve for two HOD parameters and the 
mean emissivity per frequency in 3 redshift bins. This is an extension from the Planck Early 
Paper XVIII analysis.

• A more thorough modeling is presented in the CIB focused Planck 2013 Results. XXX

Mean emissivity:
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Here b is the DSFG bias that we assume to be redshift indepen-
dent, a is the scale factor, j̄⌫(�) is the mean CIB emissivity at
frequency ⌫, as defined in PER, ⌦m is the matter density today
in critical density units and H0 is the Hubble parameter today.
We use the Hall et al. (2010) model for the CIB kernel, which
treats the CIB emissivity as a Gaussian in redshift:
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where we use a modified blackbody frequency dependence

f⌫(1+z) / ⌫�B⌫(Td). (16)

We fix the dust temperature to Td = 34 K, the spectral in-
dex to � = 2 (Hall et al. 2010), and assume a constant bias
b. We include a single normalization parameter for j, which
we marginalize over. Since the normalization and bias param-
eters are degenerate in Eq. 13, if we were to only use the mea-
sured auto- and cross-spectra this approach would be equivalent
to marginalizing over a frequency independent bias parameter.
However, we will further constrain our model using the FIRAS
data, which breaks this degeneracy. We constrain the zc and �z
parameters at each frequency, giving us a total of 13 free param-
eters.

For 217–857 GHz, we use the FIRAS measurements of the
CIB mean intensity from Lagache et al. (2000) as an additional
constraint to our model. The mean intensity is simply

I⌫ =
Z �⇤

0
d� a j̄⌫(�) . (17)

Using this equation and the measured FIRAS mean and uncer-
tainty we calculate a �2 value and add this to the �2 in Eq. 11.
Since there are no FIRAS constraints at 100 and 143 GHz, as
well as no CIB auto-spectra measurements, and noisier cross-
spectra measurements at these frequencies, our constraints for
the 100 and 143 GHz redshift parameters are weaker than for the
other parameters.

The linear bias model considers only linear clustering, and
so when fitting the auto-spectra we restrict ourselves to ` < 500,
where non-linear contributions are negligible. Because we do not
consider the high-` modes, we also neglect the shot-noise con-
tribution to the auto-spectra. The best-fit model is shown as the
coloured dashed lines in Fig. 15, with �2 values of 13.4, 16.8,
25.2, 21.8, 9.1, and 9.4 if we break up the �2 contribution per
frequency from 100 to 857 GHz, leading to an overall �2 of 95.7
for Ndof = 59. We see that the model captures some features of
the data, but we also have evidence it is significantly missing

Fig. 15. Measured cross-spectra with the best-fit j reconstruction
model fit to both the CIB auto- and CIB-lensing cross-spectra
(solid coloured), and the best-fit linear bias model (dashed
coloured). The �2 values quoted in each panel are the contribu-
tion to the global �2 from the data in the panel for the halo model,
and loosely indicate the goodness of fit (see text for details).
The one and two-halo contributions are shown as the dashed and
solid black lines, respectively. A light dashed black horizontal
line is indicating the zero level.

Fig. 16. PIR auto-spectra with the best-fit mean emissivity j re-
construction model fit for the CIB auto and CIB-lensing cross-
spectra (solid coloured). The �2 values are defined as in Fig. 15.
The one and two-halo contributions are shown as the dashed and
solid black lines, respectively, while shot noise is the dot-dashed
black line.

some as well. This is perhaps not surprising given the simplic-
ity of the model. The two-dimensional marginal distributions of
the zc,�z parameters are shown in Fig. 14. Although we allowed
for these parameters to be frequency dependent we note that the
point zc = 1 and �z = 2.2 is in a region of high probability at all
frequencies, and gives a redshift distribution for the emissivity
density roughly consistent with our expectations, rising toward
z = 1 due to the �2 term and then only slowly falling o↵ toward
higher redshifts.
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are using a linear model, we write the relevant angular spectra as

CXY
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d� WX(�)WY (�) P��(k = `/�, �), (13)

where X and Y are either the CIB at frequency ⌫ or the lensing
potential �, the integral is over �, the comoving distance along
the line of sight, �⇤ is the comoving distance to the last scattering
surface, P��(k, �) is the matter power spectrum at distance �, and
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Here b is the DSFG bias that we assume to be redshift indepen-
dent, a is the scale factor, j̄⌫(�) is the mean CIB emissivity at
frequency ⌫, as defined in PER, ⌦m is the matter density today
in critical density units and H0 is the Hubble parameter today.
We use the Hall et al. (2010) model for the CIB kernel, which
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We fix the dust temperature to Td = 34 K, the spectral in-
dex to � = 2 (Hall et al. 2010), and assume a constant bias
b. We include a single normalization parameter for j, which
we marginalize over. Since the normalization and bias param-
eters are degenerate in Eq. 13, if we were to only use the mea-
sured auto- and cross-spectra this approach would be equivalent
to marginalizing over a frequency independent bias parameter.
However, we will further constrain our model using the FIRAS
data, which breaks this degeneracy. We constrain the zc and �z
parameters at each frequency, giving us a total of 13 free param-
eters.

For 217–857 GHz, we use the FIRAS measurements of the
CIB mean intensity from Lagache et al. (2000) as an additional
constraint to our model. The mean intensity is simply
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Using this equation and the measured FIRAS mean and uncer-
tainty we calculate a �2 value and add this to the �2 in Eq. 11.
Since there are no FIRAS constraints at 100 and 143 GHz, as
well as no CIB auto-spectra measurements, and noisier cross-
spectra measurements at these frequencies, our constraints for
the 100 and 143 GHz redshift parameters are weaker than for the
other parameters.

The linear bias model considers only linear clustering, and
so when fitting the auto-spectra we restrict ourselves to ` < 500,
where non-linear contributions are negligible. Because we do not
consider the high-` modes, we also neglect the shot-noise con-
tribution to the auto-spectra. The best-fit model is shown as the
coloured dashed lines in Fig. 15, with �2 values of 13.4, 16.8,
25.2, 21.8, 9.1, and 9.4 if we break up the �2 contribution per
frequency from 100 to 857 GHz, leading to an overall �2 of 95.7
for Ndof = 59. We see that the model captures some features of
the data, but we also have evidence it is significantly missing

Fig. 15. Measured cross-spectra with the best-fit j reconstruction
model fit to both the CIB auto- and CIB-lensing cross-spectra
(solid coloured), and the best-fit linear bias model (dashed
coloured). The �2 values quoted in each panel are the contribu-
tion to the global �2 from the data in the panel for the halo model,
and loosely indicate the goodness of fit (see text for details).
The one and two-halo contributions are shown as the dashed and
solid black lines, respectively. A light dashed black horizontal
line is indicating the zero level.

Fig. 16. PIR auto-spectra with the best-fit mean emissivity j re-
construction model fit for the CIB auto and CIB-lensing cross-
spectra (solid coloured). The �2 values are defined as in Fig. 15.
The one and two-halo contributions are shown as the dashed and
solid black lines, respectively, while shot noise is the dot-dashed
black line.

some as well. This is perhaps not surprising given the simplic-
ity of the model. The two-dimensional marginal distributions of
the zc,�z parameters are shown in Fig. 14. Although we allowed
for these parameters to be frequency dependent we note that the
point zc = 1 and �z = 2.2 is in a region of high probability at all
frequencies, and gives a redshift distribution for the emissivity
density roughly consistent with our expectations, rising toward
z = 1 due to the �2 term and then only slowly falling o↵ toward
higher redshifts.
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The combined reduced �2 is 102.1 for Ndof = 104, indicat-
ing a good fit. The constraints we find on Msat and Mmin are
shown in Fig. 17. We force Msat � Mmin in the MCMC fit-
ting procedure, with the dashed line in Fig. 17 showing equal-
ity. The red cross corresponds to the parameter values that give
the minimum �2 in the fit, and are log10 (Mmin/M�) = 12.18
and log10 (Msat/M�) = 12.76, which gives Msat/Mmin = 3.80.
The mean parameter values are log10 (Mmin/M�) = 10.53± 0.62
and log10 (Msat/M�) = 10.80 ± 0.74. The best-fit value of Mmin
is consistent with those derived in PER at multiple frequencies,
even though we now set ↵sat = 1 and reconstruct the mean emis-
sivity as a function of redshift. The associated mean emissivity
parameters are given in Table 3 and displayed in Fig. 18, where
we also plot the B11 model for reference. As can be seen in
Fig. 18, we remain consistent with the B11 model in most red-
shift bins.

6.3. Interpreting the reconstructed emissivities

We now illustrate one interesting consequence of this measure-
ment and show how using the constrained emissivities, j⌫(z), we
can estimate the star formation rate (SFR) density at di↵erent
redshifts. Following Pénin et al. (2011), we begin by writing the
emissivity as an integral over the galaxy flux densities:

j⌫(z) =
 
a

d�
dz

!�1 Z
S ⌫

d2N
dS ⌫ dz

dS ⌫ . (20)

Here S ⌫ is the flux density, and d2N/dS ⌫ dz is the number of
galaxies per flux element and redshift interval. The galaxies con-
tributing to the CIB can be divided into various populations (la-
belled as p) based on the galaxy SED, e.g., according to galaxy
type or dust temperature:

j⌫(z) =
 
a

d�
dz

!�1 X

p

Z
S ⌫

d2Np

dS ⌫ dz
dS ⌫ . (21)

If we define s⌫ as the flux density of an LIR = L� source with the
SED of a given population, i.e., S ⌫ = s⌫LIR (with LIR in units of
L�), then we can write Eq. 21 as (Pénin et al. 2011):

j⌫(z) =
 
a

d�
dz

!�1 dV
dz

X

p

s⌫
Z

LIR
d2Np

dLIR dV
dLIR. (22)

The contribution to the infrared luminosity density from a given
population is

⇢IR,p =

Z
LIR

d2Np

dLIR dV
dLIR. (23)

We assume a simple conversion between LIR and the star forma-
tion rate density, ⇢SFR, using the Kennicutt constant K (Kennicutt
1998). Since by definition ⇢SFR = K

P
p ⇢IR,p, we can rewrite

Eq. 22 as:

j⌫(z) = (1 + z) �2 ⇢SFR

K

 P
p s⌫ ⇢IR,pP

p ⇢IR,p

!
, (24)

where the final term in brackets is the e↵ective SED of infrared
galaxies, which we write as s⌫,e↵ . We derive these SEDs follow-
ing the evolution model of Béthermin et al. (2012) using Magdis
et al. (2012) templates. The construction of these e↵ective SEDs

Fig. 18. Reconstructed mean emissivity, j̄, for each frequency as
a function of redshift. The solid line at low z and the dashed line
at higher z correspond to the B11 model. The B11 emissivity
model at z > 1 is not used, and is shown only for reference.
The black error bars correspond to the 68% C.L. while the color
shading display the full posterior distribution.

Fig. 19. Marginalized 1-D distribution of the emissivity in the
high redshift bin at 353 GHz with (black line) or without (blue
line) including the CIB-lensing correlation. Its inclusion helps to
constrain the emissivity at high redshift, transforming an upper
limit into a detection.

will be explained in detail in future work. Finally, we obtain the
conversion factor between mean emissivity and SFR density,

⇢SFR(z) =
K

(1 + z) �2(z) S ⌫,e↵(z)
j⌫(z) . (25)

Using Eq. 25 we find the coe�cients for each of the redshift bins
and frequencies used in Table 3.

6.4. Discussion and outlook

In the previous section we described a model that simultaneously
fits the CIB auto-spectra and the CIB-lensing cross-spectra, at all
frequencies and with a single HOD prescription. Given that we
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Althought it is useful to see the extent to which such a simple
model can explain our data, we now turn to make a stronger con-
nection between the properties of the infrared light and the dis-
tribution of the underlying dark matter applicable into the non-
linear regime.

6.2.2. An extended halo model based analysis

In this section we use a description of the CIB motivated by the
halo model, which has been used successfully to describe the
transition between the linear and non-linear clustering regimes
for optical galaxies. We use the halo model to attempt to recon-
struct the CIB emissivity as a function of redshift. This is an ex-
tension of the approach taken in PER, where the modelled CIB
emissivity at high redshift was treated as a single bin with the
amplitude constrained by the data. The goal of this approach is
to isolate the high-redshift contribution to the CIB, which is dif-
ficult to probe using observations of individual galaxies, due to
their low brightness. The power of such an approach is further
demonstrated in PIR.

We replace the linear bias used in Sect. 6.2.1 with a halo
model and an HOD prescription that assigns galaxies to host
dark matter halos (see PER for references and definitions). It
allows a consistent description of the linear and non-linear part
of the galaxy power spectrum and its redshift evolution. Because
it is built on the clustering of dark matter halos, the halo model
allows us to describe the clustering of DSFGs and the gravita-
tional lensing caused by the halos in a consistent way. However,
it is important to realise that the HOD prescription was devel-
oped to describe stellar mass within dark matter halos – an ap-
plication for which it has been thoroughly tested – while here
we are applying it to star formation within halos. The accuracy
of this approach needs to be further quantified. However, it pro-
vides a good phenomenological description of our data as well as
other CIB measurements, but also of other astrophysical probes
of the relation between dark matter and light (e.g., Leauthaud
et al. (2012); Hikage et al. (2012)).

Unlike the model presented in PER we use a single HOD
to describe our data at all frequencies. This is made possible by
allowing for a deviation from the B11 emissivity model. Note
however that we will still consider the CIB emissivity to depend
only on redshift and not on the galaxy host halo mass, a simpli-
fication highlighted in Shang et al. (2012) that will be relaxed
in the PIR model. The emissivity of the CIB is inhomogeneous,
due to spatial variations in the number density of galaxies:

� j⌫
j̄⌫

(n̂ , z) =
�ng

n̄g
(n̂ , z) ⌘ �g(n̂ , z). (18)

Here j(n̂ , z) is the CIB emissivity at redshift z with mean j̄(z),
ng(n̂ , z) is the number density of DSFGs with mean n̄g(z),
and �g(n̂ , z) is the DSFG overdensity, with power spectrumD
�g(k, z) �g(k0, z)⇤

E
= (2⇡)3 �(k � k0) Pgg(k, z). We calculate this

power spectrum, including the constituent 1 and 2-halo terms,
using the procedure described in appendix C of PER, with the
constraint ↵sat = 1, a theoretically favoured value (Tinker &
Wetzel 2010). We remove the relationship between Msat, a char-
acteristic satellite mass scale, and Mmin, the halo mass at which
a halo has a 50 % probability of containing a central galaxy that
was enforced in PER (i.e., Msat = 3.3Mmin), and allow both Msat
and Mmin to vary independently.

At redshift z < 1 we fix the emissivity to the B11 value, but at
higher redshift we assume that the emissivity is constant within
z-bins and solve for the amplitude of the bins. Two factors a↵ect

Fig. 17. Marginalized 2-D distribution of log10 (Mmin/M�) and
log10 (Msat/M�) for our overall HOD model when the CIB-
lensing cross-spectra are combined with the CIB auto-spectra
and FIRAS measurements. The orange dot shows the best-fit
value. The contours correspond to 68%, 95% and 99.7% con-
fidence intervals.

the number of bins that we choose. The auto-spectra have a j̄2
dependence, and so if the true value of j̄ has a strong z depen-
dence within a bin then the best-fit emissivity in the bin will be
di�cult to interpret. The best-fit bin values could be significantly
di↵erent from those that would be obtained by binning the true
emissivity. However, as more bins are used and the number of
parameters increases, it becomes more di�cult to determine the
best-fit parameters and the parameters will be highly correlated.
After investigation using simulations, we found that three bins
was a good compromise, given the expected slow redshift evo-
lution. The bins are defined by: 1 < z  1.5; 1.5 < z  3; and
3 < z  7. As in Sect. 6.2.1 we use the FIRAS results at 217–
857 GHz to add an integral constraint on the emissivity. The CIB
auto and lensing cross-spectra are (Song et al. 2003):

C⌫⌫
0
` =

Z
d� W⌫(�)W⌫

0
(�) Pgg(k = `/�, �);

C⌫�` =
Z

d� W⌫(�)W�(�) P�g(k = `/�, �) .
(19)

Since we fix j̄ at z < 1, the model spectra consist of a low red-
shift part that is independent of the emissivity parameters, and
a contribution from z > 1 that is proportional to j̄⌫ j̄⌫0 for the
auto-spectra and j̄⌫ for the lensing cross-spectra.

Overall, the halo-based model contains two halo param-
eters that describe the galaxy clustering and are independent
of frequency, and three j amplitudes at each frequency, giv-
ing a total of 20 parameters for the six frequencies of interest
to us. The auto and cross-spectra have a total of 120 `-bins,
with four additional FIRAS data points. Solving for the likeli-
hood described in Sect. 6.1, gives the best-fit models shown in
Figs. 15 and 16 as solid lines. The �2 values in each panel are
the contribution to the total �2 from the data within the panel.
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Constraining the SFR at High Redshift

• Using the Kennicutt 98 law and an effective SED for our sources (Béthermin+12, Magdis+
+12), we can convert the measured emissivities into star formation densities as a function 
of z.

• Adding the CMB lensing x CIB correlation helps constrain the high z contribution

• Combining these constraints lead to ρSFR = 0.423 ± 0.123, 0.292 ± 0.138 and 0.226 
±0.100 Msun/Mpc3/yr for each z bin.
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Table 3. Reconstructed emissivity as a function of redshift and associated star formation rate. At each frequency and for each of
the three redshift bins the first quantity corresponds to the mean emissivity in the corresponding redshift bin, j̄(z), in Jy Mpc�1 sr�1,
while the second corresponds to the SFR density, ⇢SFR, in M�Mpc�3 yr�1.

1 < z  1.5 1.5 < z  3 3 < z  7

j̄(z) ⇢SFR j̄(z) ⇢SFR j̄(z) ⇢SFR

100 GHz . . . . 7.16±5.77 1.96±1.58 3.53±3.05 0.655±0.564 5.49±4.78 0.271±0.236
143 GHz . . . . 12.7±9.60 1.37±0.964 6.82±5.46 0.438±0.351 10.5±9.05 0.178±0.153
217 GHz . . . . 11.9±6.33 0.310±0.165 17.3±7.23 0.282±0.118 36.6±13.8 0.182±0.068
353 GHz . . . . 116±17.1 0.671±0.099 75.5±27.5 0.286±0.104 164±47.3 0.320±0.092
545 GHz . . . . 185±106 0.320±0.183 224±148 0.317±0.210 417±251 0.659±0.396
857 GHz . . . . 193±139 0.144±0.104 354±212 0.317±0.190 609±359 1.37±0.809

Fig. 20. Correlation between the lensing potential and the IRIS
map at 100 µm using our nominal lens reconstruction. We clearly
see a correlation and estimate the significance to be 9�, ignoring
possible systematic e↵ects. The solid line represents a simple
reasonnable prediction for this signal.

use an emissivity function that is close to the B11 emissivities
(to within our uncertainties), we expect predictions of the galaxy
number counts derived from our best-fit emissivity to agree with
current estimates (Béthermin et al. 2012). The fact that our mea-
surement is consistent with previous models of the CIB lends
support to our current understanding of its origin. For exam-
ple, the characteristic mass scale at which halos host galaxies,
Mmin, is consistent with values derived in PER, and is consistent
with, but slightly higher than, the value derived more recently
in Viero et al. (2012), log10 (Mmin/M�) = 9.9 ± 0.5 (although a
direct comparison could be misleading given the di↵erent model
assumptions). In particular, it is clear that our model has limi-
tations, some of which have been partially addressed in recent
work (Shang et al. 2012; Béthermin et al. 2012; De Bernardis &
Cooray 2012; Béthermin et al. 2012; Viero et al. 2012; Addison
et al. 2012) and are points of focus in PIR, amongst them the
mass independence of the emissivity. Another question worth
further investigation is the dependence of our results on the bin-
ning scheme chosen for the emissivity, which will be addressed
in a future paper.

Given the consistency of our model with the PER results,
the information added by our cross-spectrum measurement is
worth quantifying. As an example, we show in Fig. 19 the high-
est redshift emissivity bin in the 353 GHz band. Adding the CIB-

lensing cross-spectrum information tightens the constraint on the
high-redshift part of the emissivity. This statement also holds for
the other frequencies and stems from the fact that the CMB lens-
ing kernel peaks at high redshift, making the cross-correlation
more sensitive to the high-redshift CIB signal than the CIB auto-
spectrum, as is illustrated in Fig. 1. Although this gain does not
translate into a substantial improvement in Mmin, it leads to inter-
esting constraints on the SFR density, as can be seen in Table 3.

The results at frequencies above 217 GHz each lead to
around 2� evidence for a non-zero SFR density for 1.5 < z < 3
and for 3 < z < 7. The values inferred are consistent with other
probes of the SFR in these redshift ranges, as compiled for ex-
ample in Fig. 1 of Hopkins & Beacom (2006). Assuming that
each frequency is independent, we obtain SFR densities for the
three redshift bins of 0.423 ± 0.123, 0.292 ± 0.138 and 0.226
± 0.100 M�Mpc�3 yr�1, respectively where the errors are 68%
C.L.. We note that the j distributions are rather non-Gaussian so
that the 95% C.L. become 0.228, 0.246 and 0.191 respectively.
This roughly 2� detection per bin compares very favourably
with other published measurements. These constraints clearly
illustrate how this particular correlation can be used to better
isolate the high redshift component of the CIB and improve our
constraints on the star formation rate at high redshift. Such con-
strains will improve with future measurements, in particular if
we can increase the signal-to-noise ratio in our lower frequency
channels, where the high redshift contribution is the greatest.
This will likely require an accurate removal of the CMB, our
dominant source of noise at low frequencies. A more thorough
discussion of this possibility will be given in PIR.

To fully utilize the richness of the correlation will require
more studies. Future work could involve using more sophisti-
cated halo models specifically designed to model star formation
within halos, as well as relaxing some of the assumptions made
here, such as the mass independent luminosity function. In addi-
tion the use of map-based methods that enable estimates of the
galaxy host halo mass by stacking the lensing potential maps is
worth pursuing, as is the extension to other data-sets. For illus-
tration purposes, we show in Fig. 20 raw measurements of the
correlation between our lensing potential map and the IRIS map
at 100 µm that was introduced in Sect. 2.2.2. We use our nominal
mask and lens reconstruction, with no H i cleaning performed on
the IRIS map. We clearly see a strong correlation, whose signif-
icance we estimate to be 9�, ignoring any possible systematic
e↵ects. To guide the eye we have added a prediction (not a fit)
based on the HOD model presented in Pénin et al. (2011). The
full analysis of this signal is beyond the scope of this paper, but
it illustrates possible future uses of the lensing potential map. In
this case the IRIS wavelength range will help us to isolate the
low-redshift contribution to the CIB.
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Point and error bars from Holder++13
(No color correction included)

Comparison With SPT ⇥ SPIRE

I Patches are Planck

I Error bars are SPT ⇥ SPIRE

SPT ⇥ SPIRE data from Holder (2013)

4

FIG. 2.— Map of the CMB lensing convergence measured with SPT data (contours in all panels) and overlaid on maps of the 500, 350, 250 µm Herschel /SPIRE
data (top right, bottom left, bottom right, respectively). All maps have been filtered to only show scales in the lensing map that are expected to have typical signal
to noise of at least 0.5, which suppresses all features on scales smaller than ⇠ 0.5�. All maps have been masked by the SPIRE coverage. Lensing contours are
spaced by 1� of noise. Red (blue) indicates regions of increased (decreased) mass or flux.

mology (Story et al. 2012).
The redshift distribution of contributions to the submm

background has been extensively studied in recent years, and
there exist substantial disagreements between authors. We
adopt two recent determinations, presented in Béthermin et al.
(2011) and Viero et al. (2012) that roughly bracket expecta-
tions, to predict the cross-correlation signal. To derive this
signal, we assume that the submm light traces the non-linear
dark matter density field at every redshift, with a single ampli-
tude, the bias b, that we fit to the data. The cross-correlation
will be most sensitive to redshifts z ⇠ 0.5 � 3, with lower z
a poor match to CMB lensing, and higher z not having sub-
stantial submm emission. As seen in the insets of Figure 3,
the 500 µm emission is expected to have broader overlap with
the CMB lensing kernel, and should therefore show a stronger
correlation.

Fits are performed using points between L = 100 and
L = 1600, as done in previous SPT lensing studies. The best-
fit bias parameters for each observing wavelength and redshift
distribution choice are shown in Table 2, with best-fit bias pa-
rameters depending on which redshift distribution is assumed.
For the Béthermin et al. (2011) model we find b ⇠ 1.8 ± 0.3
while the Viero et al. (2012) model for the CIB intensity gives
b ⇠ 1.3 ± 0.2. The uncertainties reflect statistical uncertain-
ties only, and the large difference between the two models in-
dicates that systematic uncertainties are substantial. The dif-
ference in bias factors is largely due to the different integrated
mean intensities in the two models; for example, at 500 µm
the two models predict mean intensities that differ by a factor
of 1.5, while the derived bias factors differ by a factor of 1.4.
This difference in the mean intensity is larger than the ⇠ 25%
uncertainty in the FIRAS measurements (Fixsen et al. 1998);

• 90 sq. deg of overlapping SPT and 
Herschel observations.

• Leads to a 6.6-8σ detection.

• It will take CCAT to resolve these 
objects
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Summary
• Using Planck data alone, we report a strong correlation between the CMB lensing gravitational 

potential and all temperature maps at frequencies above 217 GHz, and marginal significance at 
100 and 143 GHz.

• This measurement is interpreted as the correlation between the CMB lensing and the CIB. 

‣ Using an extensive set of null tests, we exclude substantial instrumental systematic effects.

‣ Using various masks and frequencies for Φ and T, we exclude any substantial galactic contamination.

‣ Using targeted tests for known astrophysical foregrounds, we exclude a strong contamination by the 
SZ effect, the CIB bispectrum and we remove a small point source contamination.

• The detection levels reach 3.6 (3.5), 4.3 (4.2), 8.3 (7.9), 31 (24), 42 (19), and 32 (16) σ statistical 
(statistical and systematic) at 100, 143, 217, 353, 545 and 857 GHz, respectively.

• We built two models and inferred constraints on the star formation density at high redshift, 
leading to a measurements in 3 large redshift bins, up to z<6.

• The high degree of correlation measured (around 80 %) allows for unprecedented visualization 
of lensing of the CMB.

• This correlation holds great promise for novel CIB and CMB focused science. 

‣ CMB lensing appears promising as a probe of the origin of the CIB.

‣ The CIB is now established as an ideal tracer of CMB lensing.

• Good consistency with the Hershel (550μm and 350 μm) x SPT results from Holder++13.
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The scientific results that we present today are a product of 
the Planck Collaboration, including individuals from more 
than 100 scientific institutes in Europe, the USA and Canada   
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