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where the relevant power spectrum of ρ2σv is simply

P ρ2σv(k, z) =

∫

dM
dn

dM
(M, z)

[

FT{[ρ2σv]h}(k|M, z)
]2

+

[
∫

dM
dn

dM
(M, z)b(M, z)FT{[ρ2σv]h}(k|M, z)

]2

Plin(k, z). (6)

Here

r(z) =

∫ z

0

dz

H(z)

is the distance to a position of redshift z, b(M, z) is the halo bias function, FT{[ρ2σv]h} is the Fourier transform of
the halo profile, and Plin(k, z) refers to the linear power spectrum at redshift z.
The expressions in this section may be applied to any general velocity-dependent annihilation cross section. We will

discuss the case of p-wave annihilation now, which commonly appears in various supersymmetric models, for example.

III. APPLICATION TO ANNIHILATION WITH P-WAVE

For s-wave annihilation, σv = [σv]0, a constant. Then the intensity spectrum is simply
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and the angular power spectrum reduces to
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The quantity k FT{ρ2h}(k|M, z) for the NFW halo profile that we use approaches a constant in the asymptotic k → ∞
limit (see Appendix D 1). Note that, due to the normalization with mean intensity, the angular power spectrum does
not depend on the value of the annihilation cross section, [σv]0. In fact, it is a desirable property of the angular power
spectrum that it is independent of any uniform constants appearing in the intensity distribution, including constant
intensity boost factors that may be associated with halo substructures or non-thermal relic effects, or intensity
suppression factors due to p-wave suppression or co-annihilations during freeze out.
For p-wave annihilation, the velocity-weighted annihilation cross section is

σv = a+ bv2 = [σv]0

(

1 +
b

a
v2
)

where [σv]0 = a and b are constants, and the cross section halo profile is simply given by Eq. (B2). In this case, if
there is significant dark matter annihilation with square relative velocities ! a/b, then the distribution of produced
gamma-rays is coupled to the cosmic dark matter velocity distribution in such a way that regions of high-velocity
particles will appear brighter. The intensity spectrum with p-wave annihilation is

〈Iγ〉 (Eγ) = [σv]0

∫

dz

H(z)
W ((1 + z)Eγ , z)

〈

ρ2
(

1 +
λb

a
σ2
u

)〉

(z) (7)
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I. INTRODUCTION

Based on one simple interpretation of astrophysical observations, in the context of ΛCDM cosmology, it is estimated
that about 83% of the matter in the Universe is dark matter, and that this matter accounts for 23% of the Universe’s
total energy content [1, 2]. One theory that accounts for the presence of this matter is that of the weakly interacting
massive particle (WIMP). In this paradigm, the WIMP is a new stable particle that is produced spontaneously in
the early Universe during the Big Bang. WIMP interactions with the Big Bang plasma, for example through WIMP
pair production and annihilation, keep its abundance in thermal equilibrium until the Universe becomes too cool
to produce new WIMP particles. Annihilation of these particles becomes rare once the rate of expansion of the
Universe exceeds the rate of particle annihilation, and the remaining WIMP abundance is said to freeze out. This
thermal production of a dark matter relic generates the correct amount of dark matter in our Universe if the WIMP’s
relative-velocity-weighted annihilation cross section is of the average magnitude [σv]f ∼ 3× 10−26 cm3/s at the time
of freeze out. If this is the correct theory of dark matter, then we would expect annihilations to be occurring today,
predominantly in the densest regions of the Universe. Observation of products from these annihilations not only
would give us information about the particle physics nature of the WIMP, but properties of an extragalactic signal
also would be rich in information about the large scale structure of matter.
There is an ongoing endeavor to search for signatures of dark matter annihilation in cosmic signals including gamma

rays, cosmic rays, and neutrinos. These are looked for: in nearby point sources like the sun, galactic center, and nearby
dwarf galaxies; in the diffuse galactic halo; and in the extragalactic distribution [3]. Indirect signals have already
indicated unexpected features. PAMELA [4] observes a larger than expected positron fraction in the energy range of
60− 100 GeV, and FGST sees more cosmic electrons than expected at around 500 GeV [5]. It is possible that these
anomalies will be understood in terms of improved models of emission from supernova remnants [6], or pulsar wind
nebulae [7]. Using observations from one indirect signal to constrain these astrophysical models generates predictions
for other indirect signals [8]. As our understanding of these more standard astrophysical emission processes improves,
it becomes more likely that emissions from dark matter annihilation might be extracted. If such a signal is to be
identified, precise theoretical predictions of its properties are imperative.
Early estimates of gamma-ray mean intensity and angular power spectrum from extragalactic dark matter an-

nihilation used the spherical halo model of large scale structure [9]. The simplest WIMP model was used with
σv ∼ 3× 10−26 cm3/s and a parametrization of the annihilation spectrum motivated from the minimally supersym-
metric standard model (MSSM). This formalism was recently generalized to take into account any theory of dark
matter annihilation, and a study of different particle physics effects on the mean intensity spectrum of annihilation
was presented [10]. It is found that in many models the annihilation cross-section is velocity dependent and this has
a large impact on the calculation of intensity. Examples of velocity-dependent effects in the annihilation cross section
include a p-wave component [11], Sommerfeld enhancements and resonances [12], Breit-Wigner resonances [13], and
combinations thereof. In this work, we revisit this general formalism, presenting it in a simpler form, and we extend it
to the application of calculating the angular power spectrum of the extragalactic annihilation gamma-rays for general
velocity dependence of the annihilation cross-section. The present work applies this formulation to the case of p-wave
annihilation (the formalism can be applied to the other cases of velocity-dependent annihilation in future work), and
offers some preliminary results.
The halo model of large scale structure seems to be an appropriate paradigm for these calculations. Annihilation

within smooth halos is dominated in the cores of the halos where the number density is largest. Since halos are
predicted by simulations to contain dense substructures, these will also need to be accounted for in order to produce
realistic predictions. Current estimates show that the contribution of substructure to extragalactic annihilation within
a large halo can increase the signal by a factor on the order of 100, while the galactic signal seen from within the halo
is increased by substructure by a factor of only a few [14]. This subhalo effect is not accounted for in this early work
and will require attention.
For simplicity, this work assumes that dark matter is distributed throughout the universe in spherical halos. Al-

though halos in general are predicted by simulations to be tri-axial, their cores are nearly spherical. We assume
universal radial profiles of the halos’ matter density and velocity dispersion, dependent only on the halo’s mass and
redshift. The velocity distribution is currently approximated to be isotropic (equal radial and transverse velocity
dispersion), which is indicated by simulations to be correct deep in the halo cores [15]. Where necessary, we assume
a locally Maxwell-Boltzmann distribution of the particles, specified by the velocity dispersion at each position[16].
This knowledge is used to determine the average local relative velocity between any two dark matter particles at a
particular position. All other needed halo properties, such as concentration, are uniformly taken to be at the ensemble
average for the given redshift and halo mass.
For this calculation, it also makes sense to use the rigid halo approximation: far from the halo centers, the dark

matter density is low and annihilations are rare, so we may assume the density vanishes beyond some appropriate
radius from the halo. Contributions due to overlapping (i.e. merging or unrelaxed) halos are expected to be small
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more massive galaxies in the local group were considered
in [25], potentially dark subhalos were studied in [26, 27,
28, 29, 30, 31], and the prospects of detecting microhalos
were explored in [32, 33].

In comparison to previous studies of dSphs, our work is
the first to combine theoretical predictions for CDM halo
profile shapes and normalizations with specific dynami-
cal constraints for each observed system. Though the
observed velocity dispersion profiles are equally well fit
by both central density cores and cusps, we restrict our-
selves to inner profile shapes ρ ∝ r−γ with γ " 0.7 − 1.2
[34, 35], because this is what is expected for the sub-
set of dark matter candidates that actually annihilate
into photons (CDM). We show that the primary uncer-
tainty in the smooth dark matter flux contribution for
CDM halos comes not from the relatively narrow range
of central cusp slopes, but from the density and radius
normalization parameters, ρs and rs for the halo. As we
show below, the published velocity dispersion data along
with the predicted relations between ρs and rs for CDM
halos allow a tight constraint on the dark-halo density
contribution to the annihilation signal.

While the value of the expected flux signal for each
dSph is sensitive to the (unknown) nature of the under-
lying dark matter candidate, we demonstrate that the
relative flux from system-to-system is significantly con-
strained. Ursa Minor is the most promising dSph can-
didate for detection and we present the expected γ-ray
flux ratios between the remaining five dSphs and Ursa
Minor. We also demonstrate that enhancement of the
signal due to the presence of substructure in dSph halos
themselves increases the predicted fluxes by at most a
factor of ∼ 100.

This paper is organized as follows. In section II, we
discuss the γ-ray annihilation signal expected from CDM
halos and the enhancement of the flux due to the presence
of substructure within the dSph dark matter halos. In
section III we discuss the dynamical modeling of the dSph
galaxies. In section IV we present our results, and we
conclude in section V. Throughout the paper, we assume
a ΛCDM cosmological model with Ωm = 0.3, ΩΛ = 0.7,
h = 0.7 and σ8 = 0.9.

II. GAMMA-RAYS FROM ANNIHILATION IN
COLD DARK MATTER HALOS

The γ-ray flux from dark matter annihilation in a dark
matter halo with characteristic density ρs and radius rs

at a distance D may be written as

dNγ

dAdt
=

1

4π
P [〈σv〉, Mχ, dNγ/dE] L(ρs, rs,D). (1)

We have explicitly divided the flux into a term that de-
pends only on the dark matter particle and its annihila-
tion characteristics, P(〈σv〉, Mχ, dNγ/dE), and one that
depends only on the density structure of the dark mat-
ter halo, the distance to the halo, D, and the angular

size over which the system is observed, L(ρs, rs,D). The
structure quantity L is defined as

L =

∫ ∆Ω

0

{
∫

LOS
ρ2[r(θ,D, s)] ds

}

dΩ (2)

where the integral is performed along the line of sight over
a solid angle ∆Ω = 2π(1−cos θ). The term that contains
the microscopic dark matter physics is given explicitly as

P =

∫ Mχ

Eth

∑

i

dNγ,i

dE

〈σv〉i
M2

χ
dE. (3)

Here, the mass of the dark matter particle is Mχ, the an-
nihilation cross section to a final state “i” is 〈σv〉i, and
the spectrum of photons emitted from dark matter anni-
hilation to that final state is dNγ,i/dE. Our goal is to use
observed velocity dispersion profiles to empirically con-
strain the L term. This allows observations from γ−ray
telescopes to more effectively constrain the particle na-
ture of dark matter through P .

A. Photon spectrum and cross sections

As a fiducial case, we consider neutralino dark matter
in order to determine an appropriate value for P . Neu-
tralino annihilation to a photon final state occurs via: (1)
loop diagrams to two photons (γγ), each of energy Eγγ =
Mχ; (2) loop diagrams to a photon and a Z0 boson (γZ0)
with a photon energy of EγZ0 = Mχ[1 − (Mz0/2Mχ)2];
and (3) through an intermediate state that subsequently
decays and/or hadronizes, yielding photons (h). For this
latter case, the resulting photon spectrum is a continuum
and is well-approximated by [12]

dNγ,h

dE
= α1

E

Mχ

(

E

Mχ

)−3/2

exp

[

−α2
E

Mχ

]

(4)

where (α1, α2) = (0.73, 7.76) for WW and Z0Z0 final
states, (α1, α2) = (1.0, 10.7) for bb̄, (α1, α2) = (1.1, 15.1)
for tt̄, and (α1, α2) = (0.95, 6.5) for uū. The cross sec-
tions associated with these processes span many orders
of magnitude. For the direct annihilation to a γγ or γZ0

final states the maximum presently allowed value of the
annihilation cross section to these final states is roughly
∼ 〈σv〉γγ,γZ0 ∼ 10−28cm3s−1. The total cross section
associated with photon emission from the hadronization
of the annihilation products has a corresponding upper
bound of 〈σv〉h ≈ 5 × 10−26cm3s−1. In the most opti-
mistic scenario, where the cross sections are fixed to their
highest value and the mass of the neutralino is ∼ 46 GeV,
so that P = PSUSY ≈ 10−28cm3s−1GeV−2.

The value of P will be different for different dark mat-
ter candidates. For example, in models of minimal uni-
versal extra-dimensions, the annihilation cross section
and the mass of the lightest Kaluza-Klein particle can
be significantly higher than what we assumed here (e.g.,
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Service d’Astrophysique, CEA Saclay, 91191 Gif sur Yvette, France

6Istituto Nazionale di Fisica Nucleare, Sezione di Trieste, I-34127 Trieste, Italy
7Dipartimento di Fisica, Università di Trieste, I-34127 Trieste, Italy
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11Dipartimento di Fisica, Università degli Studi di Perugia, I-06123 Perugia, Italy

12Dipartimento di Fisica “M. Merlin” dell’Università e del Politecnico di Bari, I-70126 Bari, Italy
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considered in our analysis becomes:

L(D|pW,{p}i) =
∏

i

LLAT
i (D|pW,pi)

× 1

ln(10) Ji
√
2πσi

e−(log10(Ji)−log10(Ji))
2
/2σ2

i ,

(1)

where LLAT
i denotes the binned Poisson likelihood that

is commonly used in a standard single ROI analysis
of the LAT data, i indexes the ROIs, D represents
the binned gamma-ray data, pW represents the set of
ROI-independent DM parameters (〈σannv〉 ,mW , and the
annihilation branching ratios bf ), {p}i are the ROI-
dependent model parameters. In this analysis, {p}i in-
cludes the normalizations of the nearby point and dif-
fuse sources and the J-factor, Ji. log10(Ji) and σi are
the mean and standard deviation of the distribution of
log10 (Ji), approximated to be gaussian, and their values
are given in cols. 5 and 6 respectively of Table I.

The fit proceeds as follows. For given fixed values of
mW and bf , we optimize − lnL, with L given in eq. 1.
Confidence intervals or upper limits, taking into account
uncertainties in the nuisance parameters, are then com-
puted using the ‘profile likelihood’ technique, which is a
standard method for treating nuisance parameters in like-
lihood analyses (see e.g., [30]), and consists of calculat-
ing the profile likelihood− lnLp(〈σannv〉) for several fixed
masses mW , where for each 〈σannv〉, − lnL is minimized
with respect to all other parameters. The intervals are
then obtained by requiring 2∆ ln(Lp) = 2.71 for a one-
sided 95% confidence level. The MINUIT subroutine MI-
NOS [31] is used as the implementation of this technique.
Note that uncertainties in the background fit (diffuse and
nearby sources) are also treated in this way. The cover-
age of this profile joint likelihood method for calculating
confidence intervals has been verified using toy Monte
Carlo for a Poisson process with known background and
Fermi-LAT simulations of galactic and isotropic diffuse
gamma-ray emission. The parameter range for 〈σannv〉
is restricted to have a lower bound of zero, to facilitate
convergence of the MINOS fit, resulting in slight over-
coverage for small signals, i.e. conservative limits.

RESULTS AND CONCLUSIONS

As no significant signal is found, we report upper lim-
its. Individual and combined upper limits on the anni-
hilation cross section for the bb̄ final state are shown in
Fig. 1, see also [32]. Including the J-factor uncertainties
in the fit results in increased upper limits compared to
using the nominal J-factors. Averaged over the WIMP
masses, the upper limits increase by a factor up to 12
for Segue 1, and down to 1.2 for Draco. Combining the
dSphs yields a much milder overall increase of the upper

FIG. 1. Derived 95% C.L. upper limits on WIMP annihilation
cross section for all selected dSphs and for the joint likelihood
analysis for annihilation into bb̄ final state. The most generic
cross section (∼ 3 · 10−26 cm3s−1 for a purely s-wave cross
section) is plotted as a reference. Uncertainties in the J-factor
are included.

FIG. 2. Derived 95% C.L. upper limits on WIMP annihilation
cross section for the bb̄ channel, the τ+τ− channel, the µ+µ−

channel, and the W+W− channel. The most generic cross
section (∼ 3 · 10−26 cm3s−1 for a purely s-wave cross section)
is plotted as a reference. Uncertainties in the J-factor are
included.

limit compared to using nominal J-factors, a factor of
1.3.
The combined upper limit curve shown in Fig. 1 in-

cludes Segue 1 and Ursa Major II, two ultra-faint satel-
lites with small kinematic datasets and relatively large
uncertainties on their J-factors. Conservatively, exclud-
ing these objects from the analysis results in an increase
in the upper limit by a factor ∼1.5, which illustrates the
robustness of the combined fit.
Finally, Fig. 2 shows the combined limits for all stud-
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fixed masses mW , where, for each 〈σannv〉, − lnL is min-
imized with respect to all other parameters. The inter-
vals are then obtained by requiring 2∆ ln(Lp) = 2.71 for
a one-sided 95% confidence level. The MINUIT subrou-
tine MINOS [33] is used as the implementation of this
technique. Note that uncertainties in the background fit
(diffuse and nearby sources) are also treated in this way.
To summarize, the free parameters of the fit are 〈σannv〉,
the J factors, and the Galactic diffuse and isotropic back-
ground normalizations as well as the normalizations of
near-by point sources. The coverage of this profile joint
likelihood method for calculating confidence intervals has
been verified using toy Monte Carlo calculations for a
Poisson process with known background and Fermi-LAT
simulations of Galactic and isotropic diffuse gamma-ray
emission. The parameter range for 〈σannv〉 is restricted
to have a lower bound of zero, to facilitate convergence of
the MINOS fit, resulting in slight overcoverage for small
signals, i.e., conservative limits.

RESULTS AND CONCLUSIONS

As no significant signal is found, we report upper lim-
its. Individual and combined upper limits on the anni-
hilation cross section for the bb̄ final state are shown in
Fig. 1; see also [34]. Including the J-factor uncertainties

FIG. 1. Derived 95% C.L. upper limits on a WIMP anni-
hilation cross section for all selected dSphs and for the joint
likelihood analysis for annihilation into the bb̄ final state. The
most generic cross section (∼ 3 · 10−26 cm3s−1 for a purely s-
wave cross section) is plotted as a reference. Uncertainties in
the J factor are included.

FIG. 2. Derived 95% C.L. upper limits on a WIMP annihila-
tion cross section for the bb̄ channel, the τ+τ− channel, the
µ+µ− channel, and the W+W− channel. The most generic
cross section (∼ 3 ·10−26 cm3s−1 for a purely s-wave cross sec-
tion) is plotted as a reference. Uncertainties in the J factor
are included.

in the fit results in increased upper limits compared to
using the nominal J factors. Averaged over the WIMP
masses, the upper limits increase by a factor up to 12
for Segue 1, and down to 1.2 for Draco. Combining the
dSphs yields a much milder overall increase of the upper
limit compared to using nominal J factors, a factor of
1.3.
The combined upper limit curve shown in Fig. 1 in-

cludes Segue 1 and Ursa Major II, two ultrafaint satel-
lites with small kinematic data sets and relatively large
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vals are then obtained by requiring 2∆ ln(Lp) = 2.71 for
a one-sided 95% confidence level. The MINUIT subrou-
tine MINOS [33] is used as the implementation of this
technique. Note that uncertainties in the background fit
(diffuse and nearby sources) are also treated in this way.
To summarize, the free parameters of the fit are 〈σannv〉,
the J factors, and the Galactic diffuse and isotropic back-
ground normalizations as well as the normalizations of
near-by point sources. The coverage of this profile joint
likelihood method for calculating confidence intervals has
been verified using toy Monte Carlo calculations for a
Poisson process with known background and Fermi-LAT
simulations of Galactic and isotropic diffuse gamma-ray
emission. The parameter range for 〈σannv〉 is restricted
to have a lower bound of zero, to facilitate convergence of
the MINOS fit, resulting in slight overcoverage for small
signals, i.e., conservative limits.

RESULTS AND CONCLUSIONS

As no significant signal is found, we report upper lim-
its. Individual and combined upper limits on the anni-
hilation cross section for the bb̄ final state are shown in
Fig. 1; see also [34]. Including the J-factor uncertainties

FIG. 1. Derived 95% C.L. upper limits on a WIMP anni-
hilation cross section for all selected dSphs and for the joint
likelihood analysis for annihilation into the bb̄ final state. The
most generic cross section (∼ 3 · 10−26 cm3s−1 for a purely s-
wave cross section) is plotted as a reference. Uncertainties in
the J factor are included.

FIG. 2. Derived 95% C.L. upper limits on a WIMP annihila-
tion cross section for the bb̄ channel, the τ+τ− channel, the
µ+µ− channel, and the W+W− channel. The most generic
cross section (∼ 3 ·10−26 cm3s−1 for a purely s-wave cross sec-
tion) is plotted as a reference. Uncertainties in the J factor
are included.

in the fit results in increased upper limits compared to
using the nominal J factors. Averaged over the WIMP
masses, the upper limits increase by a factor up to 12
for Segue 1, and down to 1.2 for Draco. Combining the
dSphs yields a much milder overall increase of the upper
limit compared to using nominal J factors, a factor of
1.3.
The combined upper limit curve shown in Fig. 1 in-

cludes Segue 1 and Ursa Major II, two ultrafaint satel-
lites with small kinematic data sets and relatively large



recorded in at least two telescopes is ≥ 90 photoelectrons, which effectively sets the analysis

energy threshold to 170 GeV. Finally, a cut on θ, the angle between the target position

and the reconstructed arrival direction, is applied to the γ-ray candidates and defines the

signal search region (θ2 ≤ 0.015 deg2 in our analysis). After γ-ray selection, the residual

background was estimated using the ring background technique [84]. The ring background

method computes the background for each position in the field of view using the background

rate contained in a ring around that position. Two circular regions, of radius 0.2◦ centered

on the target position and of radius 0.3◦ centered on the bright star η-Leonis (with apparent

magnitude in the visible band MV = 3.5, and located 0.68◦ from the position of Segue 1),

were excluded for the background determination.

The analysis of the data resulted in the selection of NON = 1082 γ-ray candidates in the

signal search region and NOFF = 12479 background events in the background ring region,

with a normalization factor α = 0.084, resulting in 30.4 excess events. The corresponding

significance, calculated according to the method of Li & Ma [85], is 0.9 σ. No significant

γ-ray excess is found at the nominal position of Segue 1, nor in the whole field of view,

as shown by the significance map on Figure 1. The large depletion area, with negative

significances, corresponds to the bright star η-Leonis.
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FIG. 1. Significance map obtained from the VERITAS observations of Segue 1 after γ-ray selection

and background subtraction. The black cross indicates the position of Segue 1. The black circles

correspond to the two exclusion regions used for the background determination. See text for further

details.
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illustrate the range of uncertainties on the 〈σv〉 ULs from the dark matter particle physics

model. Concerning the lepton channels e+e− and µ+µ−, the limits are at the level of

10−23 cm3 s−1 at 1 TeV. The current ULs on 〈σv〉 are two orders of magnitude above the

predictions for thermally produced WIMP dark matter.
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annihilation cross-section 〈σv〉 as a function of the WIMP mass, considering different final state

particles. The grey band area represents a range of generic values for the annihilation cross-section

in the case of thermally produced dark matter. Left: hadronic channels W+W−, bb̄ and τ+τ−.

Right: leptonic channels e+e− and µ+µ−.

C. Lower limits on the decay lifetime

If we assume that dark matter is a decaying particle, LLs on the lifetime of dark matter

can be derived. In decaying dark matter scenarios, the dark matter particle can either

be bosonic or fermionic. The LLs are computed using eq. 7 and making the appropriate

substitutions to eq. 3, as explained in section IVA. For bosonic dark matter particles, the

same channels as in the annihilating dark matter case are considered: W+W−, bb̄, τ+τ−,

e+e− and µ+µ−. The decay spectra are the same as those used for the annihilating dark

matter bounds (see right panel of Figure 2, and eq. 8), making the substitution for the

scaled variable x → 2x, or equivalently mχ → mχ/2. The left panel of Figure 4 shows the

95% LLs on the decay lifetime τ for the five channels mentioned above. The limits peak at

the level of τ ∼ 1024 − 1025 s, depending on the dark matter particle mass.
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ACT limits at higher energies

CTA expected to reach thermal relic scale (2017)



Overview of direct detection

✦ Frequent claims of DM ‘detections’ or at least ‘anomalies’ 

✦ What do we make of these? 

✦ Experimental issues 

✦ Extracting new physics 

✦ How `vanilla’ is the astrophysics? 

✦ Often the last issue brought up

✦ Astrophysics can be `messy’: how is this an issue?



Local inventory

✦ Local mass density in disk is ~ 0.1 Msun/pc3 [Holmberg & 
Flynn 2000, 2004]

✦ Stars, molecular/atomic gas, cold/warm/hot components

✦ Surface mass density out to 1.1 kpc is 74 +- 6 Msun/pc2, 
56 +- 6 from disk. Agreement with visible material

✦ No significant DM disk component [Moni Bidin et al. ApJ 
2010]



Estimates of Local DM density
4

of the smooth dark matter density [6], they are seen
to occupy the high energy tail of the velocity distribu-
tion [17, 31].

III. NUMERICAL EVALUATION

The previous section derived how the high velocity
tail of the dark matter phase space is populated for
cosmologically-motivated spatial densities. The ansatz in
(1) interpolates between a Maxwellian distribution at low
velocities to one matching the high velocity behavior in
(10). This section compares the analytic approximation
in (10) with the velocity distributions that are calculated
from the full numerical solution of the Eddington formula
in (6). Additionally, it shows that the ansatz distribution
function accurately describes the velocity distributions of
simulated dark matter halos both with and without bary-
onic physics.

A. Distribution Function Model for the Milky Way

A full gravitational potential model for the Milky Way
is necessary to evaluate the Eddington formula, which
requires including a model for the baryons. The potential
model is comprised of the sum of three components: the
dark matter, the disk, and the bulge, so that ψtot =
ψhalo + ψdisk + ψbulge. The halo mass within a given
radius is obtained from (4), while the velocity of the local
standard of rest (LSR) and the escape velocity are given
by

v2lsr = −r
dψtot

dr
vesc =

√
2|ψtot|, (14)

respectively.
The value of ψhalo is uniquely determined for a given

pair, (α,γ), and for specific values of the scale radius, rs,
and scale density, ρs. The velocity distribution ansatz
in (1) is compatible with any value of the outer slope
with γ > 3, while the inner slope is given by α = 2.
However, the behavior of the potential for r " rs dom-
inantly determines the low velocity behavior of Galactic
dark matter and does not significantly affect predictions
for direct detection rates.

The full model for ψtotal needs to include additional
potentials for the bulge and disk components. Here,
a spherically-symmetric potential is used for the bulge
component of the form

ψbulge = −GMbulge/r, (15)

where the mass of the bulge isMbulge = 1010 M! [3]. The
disk is modeled by a spherical potential of the form

ψdisk = −GMdisk(1− e−r/rd)/r. (16)

The potential formula in (16) contributes ∼ 115 km s−1

to the circular velocity for a disk consisting of gas and
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FIG. 1: Region of parameter space in local density (defined
at 8.5 kpc) and scale radius, rs, consistent with (i) halo mass
internal to 60 kpc in the range (4±0.7)×1011 M!, (ii) escape
velocity in the range 450-600 km s−1, and (iii) circular velocity
in the range 200-280 km s−1, for models with α = 1 and γ = 3
(red), 4 (yellow), and 5 (green).

stars with Mdisk = 5 × 1010 M! and a scale length of
rd = 5 kpc. The spherical approximation in (16) is
the monopole term for a standard axisymmetric double
exponential disk potential [3]. In comparison, for the as-
sumed disk mass, the axisymmetric double exponential
disk potential gives vlsr % 130 km s−1 at the solar radius,
and is 11% larger than vlsr derived from the spherical ap-
proximation. The disk potential sets the circular velocity
of the Milky Way that arises from non-dark matter, i.e.
visible matter.
The measured values of vlsr, vesc, and the integrated

halo mass provide constraints on the parameters of the
velocity distribution function. The circular velocity is in
the range [32]

vlsr = [200, 280] km s−1. (17)

The 90% confidence level on the escape velocity is in the
range

vesc = [498, 608] km s−1, (18)

and is determined from local high velocity stars by the
RAVE survey [33]. This constraint on the escape velocity
is only attainable for a prior on the spectral index for the
velocity distribution of halo stars,

f!(v) ∝ (vesc − v)k! , (19)

with

k! = [2.7, 4.7]. (20)

Simulations indicate that the power-law index for halo
stars is steeper than dark matter. The values of k! in
(20) correspond to k = [0.5, 2.5] for dark matter [33].
The lower values of k correspond to unphysical halos,

• rho_DM = 0.389 +- 0.025 GeV/
cm3 [Catena & Ullio JCAP 2010]

• rho_DM = 0.11 + 0.34 - 0.27 GeV/cm3 

[Garbari et al. MNRAS 2011]

• Uncertainties in MW scale radius

Lisanti, LS, Wacker, Wechsler PRD 2011

Conservatively, probably fair to say still about a 
factor of 2 uncertainty, at least



Estimates of velocity distribution

We of course only measures velocities of stars, not DM

2 A. M. Green

2. Halo modelling

2.1. Standard halo model

The steady-state phase space distribution function, f , of a collection of collisionless
particles is given by the solution of the collisionless Boltzmann equation:

df

dt
= 0 . (1)

In Cartesian coordinates this becomes

∂f

∂t
+ v.

∂f

∂x
−

∂Φ

∂x

∂f

∂v
= 0 , (2)

where Φ is the potential.
The standard halo model (SHM) is an isotropic, isothermal sphere with density

profile ρ(r) ∝ r−2. In this case the solution of the collisionless Boltzmann equation
is a so-called Maxwellian velocity distribution, given by

f(v) = N exp

(

−
3|v|2

2σ2

)

, (3)

whereN is a normalisation constant. The isothermal sphere has a flat rotation curve
at large radii and the velocity dispersion is related to the asymptotic value of the
circular speed (the speed with which objects on circular orbits orbit the Galactic
centre) vc,∞ =

√

2/3σ. It is usually assumed that the rotation curve has already
reached its asymptotic value at the Solar radius, r = R0, so that σ =

√

3/2 vc where
vc ≡ vc(R0) is the local circular speed. In the SHM the peak speed v0 and the circular
speed are identical, vc = v0, and these parameters are often used interchangeably.
However this is not the case in general, for instance for a NFW 7 density profile
vc = 0.88v0 at r = rs/2 (where the scale radius, rs, is the radius at which the
logarithmic slope of the density profile is equal to -2) 8.

The density distribution of the SHM is formally infinite and hence the velocity
distribution extends to infinity too. In reality the Milky Way halo is finite, and
particles with speeds greater than the escape speed, vesc(r) =

√

2|Φ(r)|, will not
be gravitationally bound to the MW. This is often addressed by simply truncating
the velocity distribution at the measured local escape speed, vesc ≡ vesc(R0), so
that f(v) is given by eq. (3) for |v| < vesc and f(v) = 0 for |v| ≥ vesc. This sharp
truncation is clearly unphysical. An alternative, but still ad hoc, approach is to
make the truncation smooth:

f(v) =







N
[

exp
(

− 3|v|2

2σ2

)

exp
(

− 3v2
esc

2σ2

)]

, |v| < vesc ,

0 , |v| ≥ vesc .
(4)

Another approach, used in the King model/lowered isothermal sphere, is to modify
the SHM distribution function so that it becomes zero for large energies 9.

The standard parameter values used for the SHM are a local density ρ0 ≡
ρ(R0) = 0.3GeV cm−3, a local circular speed vc = 220 km s−1 10, and a local escape

6 A. M. Green

independent of radius, so that σr = vc/
√
2.

The standard value of vc of 220 km s−1 dates back to a 1980s review of the
Galactic constants 10 and was found by taking an average of the values found from
a wide range of different analyses. Note that the ratio vc/R0 is better determined
than either vc or R0 individually (e.g. Refs. 31, 32).

A recent analysis using measurements of the motions of Galactic masers, found
a significantly higher value, vc = (254± 16) km s−1, 31. Ref. 33 reanalyzed the data
using a more general model for the maser velocity distribution (including allowing
a non-zero velocity dispersion tensor) and found that the maser data places only a
relatively weak constraint on vc. When combined with other measurements (from
the proper motion of Sgr A!, and the orbit of the GD-1 stellar stream), they found
vc = (236± 11)km s−1, assuming a flat rotation curve. Meanwhile Ref. 32 found the
value of vc determined from the maser data depends strongly on the MW model
used. Using a range of models for the rotation curve, including a power-law with free
slope, they found values in the range vc = (200±20)km s−1 to vc = (279±33)km s−1.
This illustrates that, as in the case of the local density, systematic, modelling errors
are important.

3.3. Escape speed

The escape speed is the speed required to escape the local gravitational field of
the MW, vesc(r) =

√

2|Φ(r)|. The local escape speed, vesc ≡ vesc(R0), is estimated
from the speeds of high velocity stars. To do this it is necessary to parameterise
the shape of the high speed tail of the velocity distribution. Assuming that the
velocities are isotropic and the Jeans theorem applies, the asymptotic form of the
velocity distribution can be written as 34,35:

f(|v|) ∝

{

(v2esc − |v|2)k = [(vesc − |v|)(vesc + |v|)]k , |v| < vesc ,

0 , |v| ≥ vesc .
(12)

Traditionally a value vesc = 650 km s−1, corresponding to the upper 90% confidence
limit from Ref. 34, has been used.

Ref. 11 has updated these measurements, using additional data from the RAVE
survey and using a prior on k, k ∈ [2.7, 4.7] (motivated by analysis of the speed
distributions of stellar particles in simulated halos). They find that the escape speed
lies in the range 498 km s−1 < vesc < 608 km s−1 at 90% confidence, with a median
likelihood of vesc = 544 km s−1.

4. Simulations

A number of high resolution, dark matter only, simulations of the formation of Milky
Way-like halos in a cosmological context have been carried out (e.g. Aquarius 36,
GHALO 37 and Via Lactea 38). The velocity distributions of these halos deviate
systematically from a multivariate Gaussian 39,40,41,8. There are more low speed

`Standard Halo Model’ is:

Escape velocity estimates from tail of stellar distribution

Typically, k = 2.7-4.7 [Smith et al. MRNAS 2006 (RAVE)]
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addressed in the King model, which provides a cut-off in a self-consistent manner. The
velocity distribution is obtained from the distribution function:

f(E) =
{

1
N

[
exp

(
E/σ2

)
− 1

]
, E > 0

0, E ≤ 0
, (C.3)

where E = Ψ(x) − v2/2 and Ψ(x) is the relative gravitational potential. The local escape
velocity at a position x is given by vesc =

√
2Ψ(x). At the position of the Earth f(v) can

be parameterised in the same way as the SHM but the parameter σ is not directly linked to
the velocity dispersion and can therefore take values that are much larger than in the SHM
[46, 47]. Nevertheless, due to its similarity to the SHM we will not discuss King models
further.

Double power-law profiles

A simple modification of the SHM was introduced in Ref.[48]. For double power-law den-
sity profiles such as the NFW-profile [49], the following ansatz for the velocity distribution
reproduces better the behaviour at high velocities:

f(v) =

{
1
N

[
exp

(
v2esc−v2

kv20

)
− 1

]k
, |v| < vesc

0, |v| ≥ vesc
. (C.4)

Setting the power-law index k equal to 1 recovers the SHM. The choice 1.5 ≤ k ≤ 3.5 is
found to give a better fit to velocity distributions extracted from N -body simulations. We
use k = 2.5 throughout.

Tsallis model

It was argued [34] that the velocity distribution of dark matter particles in numerical simu-
lations including baryons can be well described by

f(v) =

{
1
N

[
1− (1− q) v2

v20

]1/(1−q)
, |v| < vesc

0, |v| ≥ vesc
, (C.5)

see also Ref.[50]. We adopt the parameters q = 0.773, v0 = 267.2 km/s and vesc = 560.8
km/s from Ref.[34].

C.2 Anisotropic models

Numerical simulations

A simple anisotropic model has been proposed [5] to describe the data from numericalN -body
simulations such as Via Lactea [51, 52], GHALO [53] or Aquarius [54]:

f(v) =

{
1
N

[
exp

(
−(v2r/v

2
r)

αr
)
exp

(
−(v2t /v

2
t )

αt
)]

, |v| < vesc
0, |v| ≥ vesc

, (C.6)

where vt =
√

v2θ + v2φ. For the figures we take the best-fit parameters for the Via Lactea II

simulation, namely vr = 202.4 km/s, vt = 128.9 km/s, αr = 0.934 and αt = 0.642 [5], but we
also show the velocity integral and modulation fraction observed in the GHALOs simulation.
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Anisotropic models:
Logarithmic ellipsoidal model

The simplest triaxial generalisation of the velocity distributions considered above was dis-
cussed in Refs.[2, 55, 56]. We allow a different velocity dispersion in all three directions,
giving

f(v) =

{
1
N

[
exp

(
−v2r/v

2
r − v2φ/v

2
φ − v2z/v

2
z

)]
, |v| < vesc

0, |v| ≥ vesc
. (C.7)

The three parameters vr, vφ and vz depend on two constants p and q that describe the density
distribution and the isotropy parameter γ (as well as v0). Following Ref.[2], we take p = 0.9,
q = 0.8 and γ = −1.33 and calculate vr, vφ and vz under the assumption that the Earth is
on the major axis.

Distribution functions with β = 0.5

For a constant anisotropy of β = 0.5, it is possible to calculate the velocity distribution from
a given density profile. This was done [57], for centrally cusped density profiles of the form

ρ ∝ ab−2

r(r + a)b−1
. (C.8)

For example, for b = 4, corresponding to the Hernquist density profile [58], the velocity profile
is given by

f(v) =





1
N

1
vesc

√
v2x+v2y

(
1− v2x+v2y+v2z

v2esc

)2
, |v| < vesc

0, |v| ≥ vesc
. (C.9)

For b = 3, corresponding to the NFW profile [49], an analytical expression of the velocity
distribution does not exist, but it is straightforward to numerically calculate the velocity
distribution from the density profile. For the plots shown we adopt a = 10 kpc.

D Overview of direct detection experiments

We will briefly discuss the direct detection experiments that we have considered in this
paper and state the assumptions that we have made. To derive constraints from XENON100,
XENON10, CDMS-Ge and CRESST-II, we employ the ‘maximum gap’ method [59], while for
the low threshold analysis of CDMS-Ge and CDMS-Si, we use the ‘binned Poisson’ method
[60, 61]. Our best-fit regions are calculated using a χ2 parameter estimation method.7

XENON100

We use the most recent data from 100.9 live days of data taking [17]. For the relative
scintillation efficiency Leff we use a logarithmical extrapolation to zero and calculate the
energy resolution under the assumption that it is dominated by Poisson fluctuations in the
number of photoelectrons.

7For CRESST-II we use Eq. (13) from Ref.[3] to calculate the best-fit parameter region.
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Log ellipsoidal model:
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FIG. 2: Reconstruction of mχ, σSI
p under various assumptions: dark matter halo parameters fixed to assumed values (solid,

black), marginalizing over baseline halo model (filled/green), marginalizing over conservative halo model (filled/blue). In all
cases inner and outer contours represent 68% and 95% c.l. limits. The red diamond gives the true value. The left panel is for
a 50 GeV WIMP mass, the right panel assumes a 500 GeV WIMP (In the right panel, we only show 68% c.l. for the case of
fixed galactic parameters for clarity). The lower (upper) solid black contours illustrate the bias in the reconstruction assuming
incorrect values for the local dark matter density a factor of 2 above (below) the true value.

component [23] may be considered. Further one may ac-
count for the non-Maxwellian velocity distribution [24],
and a multi-component spectral fit to the WIMP and
astrophysical background spectra may be incorporated
[25, 26]. An analysis along these lines will be crucial to
interpret the limits and measurements from forthcoming
direct detection experiments.
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FIG. 1: The joint 68% and 95% posterior probability contours in the mχ − σp
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25, 50, 250 GeV) with fixed astrophysical parameters. In the left frame we show the reconstruction capabilities of Xe, Ge and
Ar configurations separately, whereas in the right frame the combined data sets Xe+Ge and Xe+Ge+Ar are shown.
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able at present, we wish to point out that slightly higher
(i.e. worse) threshold energies easily render argon multi-
ton scale experiments of little use in comparison with
xenon or germanium setups. This is simply because
WIMP-induced recoil spectra are exponential in energy.
We show in Fig. 4, for fixed astrophysical parameters,
the (dramatic) effect of having a threshold energy of 50
keV instead of 30 keV (with all other parameters as in
Table I).

B. Reduction in astrophysical uncertainties and
self-calibration

Although the uncertainties used thus far and out-
lined in Section V are a reasonable representation of the
present-day knowledge, it is also interesting to study the
effect of tighter astrophysical constraints in the recon-
struction of WIMP properties. Louie, do you want to
add here a brief description of future astro constraints?

Pato, Baudis, Bertone, Ruiz de Austri, LS, Trotta, PRD 2011



Improved theoretical approach

✦ Previous methodology not necessarily `self-consistent’

✦ Velocity distribution does not follow from density model for 
the DM halo

✦ Possible to relate f(v)     rho(r), under some simplifying 
assumptions

✦ Isotropy (or mild anisotropy)

✦ Spherical symmetry

✦ MCMC implementation computationally expensive
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c = 10. Thus the NFW model produces γs that are higher
than the canonical value of 0.4, especially if more velocity
anisotropy is assumed. This may be caused by the ill-defined
cutoff radius.

In models with homogeneous cores, the central density,
the core radius rc and the central 3-D velocity dispersion
σ2(0) are related through

4πGρ(0)r2
c =

1
3
η σ2(0) . (32)

King (1966) models have η = 9. In models with cuspy cores,
we propose the scaling relation

4πGρ(rs)r
2
s =

1
3
η
〈
σ2

〉
r<rs

. (33)

Using equations (2), (6) and (7), one has 4πGρ(rs)r
2
s =

c g(c)V 2
v /4 and from equation (31) for x = 1/c one obtains

η =
3cg(c)V 2

v M(1/c)

8T (1/c, β)
. (34)

For different velocity anisotropy models we then have

η(β = 0) =
3(2 ln 2 − 1)

2(π2 − 7 − 8 ln 2 + 6 ln2 2)
" 2.797, (35)

η(β = 0.5) =
9(1 − 2 ln 2)

4(π2 − 9 − 6 ln 2 + 6 ln2 2)
" 2.138, (36)

η(β = 1) =
9(2 ln 2 − 1)

2(π2 − 3 − 12 ln 2 + 6 ln2 2)
" 1.212, (37)

where we have used equations (8) and (24)-(26), and the fact
that Li2(−1) = −π2/12. Note that η is independent of c in
all cases with β =const. For the Osipkov-Merritt model η is
no longer a constant but we find 1.902 < η < 2.797 in the
range 1 < c < 100 with the limiting cases of η → η(β = 1)
for c → 0 and η → η(β = 0) for c → ∞. Such limiting
behaviour is due to the fact that for large c the integration
of T (1/c,β), equation (23), probes only the range of s where
β is close to zero, while for small c the integral is dominated
by contribution from large s where β is close to unity.

Finally, we consider the structural parameter

WUM =
W (s)

M(s)Φ(0)
(38)

brought forward by Seidov & Skvirsky (2000) with the moti-
vation of WUM being constant for different self-gravitating
objects of simple geometry. Using equations (8), (9) and (21)
we find that for the NFW model

WUM =
cs(2 + cs) − 2(1 + cs) ln(1 + cs)

2(1 + cs)[−cs + (1 + cs) ln(1 + cs)]
(39)

so the parameter turns out to be a function of cs = r/rs only.
It grows with s from zero at s → 0 reaching a maximum
value of 0.196 at r/rs = 4.62 and decreases to zero again as
s → ∞. The values of this parameter at the virial radius are
0.196, 0.187 and 0.125 respectively for c = 5, 10 and 100.

2.4 The distribution function

A quantity of great dynamical importance is the distribu-
tion function. For a spherical system with an isotropic veloc-
ity tensor, the distribution function depends on the phase-
space coordinates only through the energy (e.g. Binney &

Figure 5. The distribution function for isotropic model (eq. [40])
for three different values of the concentration parameter.

Tremaine 1987), and can be derived through the Eddington
(1916) formula (e.g. Binney & Tremaine 1987):

f(E) =
1√
8π2

[∫ E

0

d2ρ
dΨ2

dΨ√
E − Ψ

+
1

E1/2

(
dρ
dΨ

)

Ψ=0

]
, (40)

where E and Ψ are the conventionally defined relative energy
and potential; here E = −E, where E is the total energy per
unit mass and Ψ = −Φ, where Φ is given by equation (9).

It is easy to show that, given equations (6) and (9),
the second term in brackets in equation (40) is zero. The
simplest way to perform the integration of the first term is to
introduce dimensionless variables Ψ̃ = Ψ/C1 and ρ̃ = ρ/C2,
where C1 = g(c)V 2

v and C2 = c2g(c)Mv/(4πr3
v). Then the

integration variable should be changed to s and the limit of
integration corresponding to E found numerically for each E
by solving equation Ψ(s) = E . Otherwise, with a few percent
accuracy, the integration in (40) can be done directly with

an approximation sapx = −1.75 ln(Ψ̃/c)/Ψ̃.
The calculations of the distribution function are usually

performed in units such that G = M = Re = 1 (Binney &
Tremaine 1987), where M is the total mass of the system and
Re is its effective radius. Since in the case of NFW profile
the total mass is infinite a reasonable choice seems to be to
put Mv = 1. The effective radius is not well defined either
but can be approximated as rv/2 (see the next section).
Therefore we choose the units so that G = Mv = rv/2 = 1
and arrive at the numerical results shown in Figure 5. This
choice of normalization is equivalent to measuring f in units
of

√
8Mv/(rvVv)3 and E in units of V 2

v .
Figure 5 proves that the distribution function turns out

to be similar to the distribution functions obtained from
other density profiles (see e.g. Figure 4-12 in Binney &
Tremaine 1987), except that the NFW distribution functions
do not display the cutoff at nearly unbound energies charac-
teristic of King (1966) models. The results shown in Figure 5
indicate a proper behaviour of the distribution function (it
is nowhere negative). Quantitative comparisons with other
models should, however, be made with caution because of
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Distribution function of the dark matter
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There is good evidence from N-body simulations that the velocity distribution in the outer parts of halos is

radially anisotropic, with the kinetic energy in the radial direction roughly equal to the sum of that in the two

tangential directions. We provide a simple algorithm to generate such cosmologically important distribution

functions. Introducing rE(E), the radius of the largest orbit of a particle with energy E, we show how to write

down almost trivially a distribution function of the form f (E, L) = L−1g(rE ) for any spherical model – including

the ‘universal’ halo density law (Navarro-Frenk-White profile). We in addition give the generic form of the

distribution function for any model with a local density power-law index α and anisotropy parameter β and

provide limiting forms appropriate for the central parts and envelopes of dark matter halos. From those, we

argue that, regardless of the anisotropy, the density falloff at large radii must evolve to ρ ∼ r−4 or steeper

ultimately.

PACS numbers: 95.35.+d, 98.62.Gq

I. INTRODUCTION

N-body experiments now can reliably follow the collapse

and violent relaxation of dark matter halos from initial con-

ditions. This has led to the discovery of regularities in the

phase space distribution of dark matter [e.g., 1], even though

the final state is not completely independent of initial con-

ditions. This is important because it suggests that there is a

generic functional form for the distribution function (DF) that

describes the physics of violent relaxation, albeit with some

cosmic scatter [2].

For example, Hansen and Moore [3, see also 4] have found

that the density power index is correlated with the anisotropy

parameter β = 1− 〈v2
T
〉/(2〈v2

r 〉) [5]. Here, 〈v2
r 〉 and 〈v2

T
〉 are the

radial and the tangential velocity second moments. For a wide

range of cosmological simulations, they demonstrate that the

dark matter follows the equation of state β ≈ 1−1.15(1−α/6)

where α is the density power index (i.e., ρ ∼ r−α). In the very

center, dark matter halos are roughly isotropic (β ≈ 0) with

α ≈ 1. In the outer parts, violent relaxation produces a density

profile that asymptotically becomes ρ ∼ r−4 [6] or ρ ∼ r−3 [7],

for which the anisotropy parameter β ≈ 0.5 accordingly.

If violent relaxation proceeded to completion, then equipar-

tition would enforce equal kinetic energy in each direction and

the velocity distribution would be isotropic [8]. This appears

to be the case only at the centers of numerical simulations.

Particles with large apocenters respond only weakly to the

fluctuating gravitational field. Throughout most of the halo,

this gives rise to an end point for which the kinetic energy

in the radial direction is roughly equal to the sum of that in

the two tangential directions. This seems to be supported not

only by the numerical simulations but also by the observation

of stars in elliptical galaxies [9], whose kinematics is also gov-

erned by the collisionless Boltzmann equation with the gravi-

∗Electronic address: nwe@ast.cam.ac.uk
†Electronic address: jinan@space.mit.edu

tational potential. The purpose of this paper is to give the DF

of the dark matter which has this property.

There has been much work on isotropic DFs [see 5] of grav-

itating systems. These are fine for the inner parts. On the other

hand, there has been much less work on DFs suitable for the

radially anisotropic outer parts of the dark matter halos. In

particular, a number of the suggestions in the literature for

anisotropic DFs [e.g., 10, 11, 12, 13] are unsuitable, as they

yield overwhelming radial anisotropy (β → 1) in the outer

parts, which is inconsistent with the simulations. While there

exist some suggestions on the form of anisotropic DFs with a

more flexible behavior of β [e.g., 14, 15], recovering such DFs

for most density profiles is often analytically intractable [16,

but see 17 for a special case].

II. DISTRIBUTION FUNCTIONS WITH β = 1/2

The widely used ansatz for a DF of a spherical system with

constant anisotropy (parameterized by β) is

f (E, L) = L−2β fE (E) (1)

where E = ψ − v2/2 is the binding energy per unit mass, L =

rvT is the specific angular momentum, and ψ is the relative

potential. Integration of the DF over the velocity gives

ρ = r−2β (2π)3/2Γ(1 − β)
2βΓ(3/2 − β)

∫ ψ

0

(ψ − E)1/2−β fE(E) dE. (2)

The unknown function fE(E) then can be recovered from the

integral inversion formula [13, 18];

fE (E) =
2β(2π)−3/2

Γ(1 − λ)Γ(1 − β)
d

dE

∫ E

0

dψ

(E − ψ)λ
dnh

dψn
(3)

where h = r2βρ is expressed as a function ofψ, and n = ((3/2−
β)) and λ = 3/2− β− n are the integer floor and the fractional

part of 3/2 − β. This includes Eddington’s formula [19] for

the isotropic DF as a special case (β = 0). The expression for
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We discuss the properties of VDFs in simulations

I. INTRODUCTION

Introduction about dark matter.
There have been several authors that examined the

DM distribution function [? ? ? ]
Ref. [? ] discuss effect on direct detection.
Our approach
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II. ANALYTICS

A. DF of Isotropic NFW-like Models

For isotropic spherical systems, the ergodic Distribu-
tion Function (DF) f(E) can be obtained from a known
density distribution function ρ(r)

f(E) = 1√
8π2M

d

dE

[∫ E

0

dΨ√
E −Ψ

dρ

dΨ

]
, (1)

or equivalently,

f(E) = 1√
8π2M

[∫ E

0

dΨ√
E −Ψ

d2ρ

dΨ2
+

1√
E

(
dρ

dΨ

)

Ψ=0

]
.

(2)
The latter expression is known as the Eddington’s for-
mula. While the DF can be solved numerically accord-
ing to the Eddington’s formula, we can also derive the
asymptotic behavior of the DF as E → 0 analytically.
Assuming dρ

dΨ ∼ Ψn as Ψ → 0, Eq. (1) gives us

f(E) ∼ En− 1
2 when E → 0. (3)

The power n can be obtained form the asymptotic behav-
ior of the density distribution function and the potential
at large r because Ψ → 0 as r → ∞. If we assume

ρ(r) ∼ rnρ and Ψ(r) ∼ rnΨ when r → ∞, (4)

we have

dρ

dΨ
=

dρ

dr

(
dΨ

dr

)−1

∼ rnρ−nΨ ∼ Ψ
nρ
nΨ

−1. (5)

Hence in this case we have

f(E) ∼ E
nρ
nΨ

− 3
2 when E → 0. (6)

The NFW-like profiles have a density distribution func-
tion of the form

ρ(r) =
ρs

(r/rs)(1 + r/rs)1−γ
. (7)

When γ = 3 it is the original NFW profile. The potential
of NFW profiles is, up to an overall constant,

Ψ(r) ∝ 1− (1 + r/rs)3−γ

(2− γ)(3− γ)(r/rs)
. (8)

It is clear that as r → ∞, ρ(r) ∼ r−γ and

Ψ(r) ∼






r−1 γ > 3,
r−1 ln r γ = 3,
r2−γ 2 < γ < 3.

(9)

Immediately we obtain, as E → 0

f(E) ∼
{

Eγ− 3
2 γ > 3,

E
2

γ−2−
1
2 2 < γ < 3.

(10)

Fig. 1 shows the relation between the power-law index,
defined as

k = lim
E→0+

d ln f(E)
d ln E (11)

and the outer slope of the NFW-like profile γ. Note that
when γ = 3, the asymptotic behavior of DF cannot be
described by a simple power law. If one calculate the
power-law index numerically when γ is near 3, one will
obtain a value larger than 3

2 due to the limited numerical
accuracy.

B. DF of NFW-like Models with Constant
Anisotropy

For anisotropic system, the DF is no longer ergodic.
In this case we need a model for the DF in order to solve
it from the density distribution function. For constant
anisotropy, in which case the anisotropy parameter

β = 1−
σ2
θ + σ2

φ

2σ2
r

is constant at all radii, the DF will have the form

f(E , L) = L−2βf1(E), (12)

where L is the specific angular momentum rvT A sur-
prising simple but still interesting case is when β = 1

2 ,
one has

f1(E) =
1

2π2M

d

dΨ
(rρ) =

1

2π2M

ρ+ dρ
dr

dΨ
dr

. (13)

2

Again we can find the asymptotic behavior of DF as E →
0 or equivalently r → ∞. With the same notations in
Eq. (4), we have

f1(E) ∼ E
nρ+1

nΨ
−1 when E → 0. (14)

For NFW-like profiles, nρ and nΨ are given in Eq. (9),
so we have

f1(E) ∼
{

Eγ−2 γ > 3,

E
1

γ−2 2 < γ < 3,
when E → 0. (15)

This relation is also showed in Fig. 1.

C. DF of NFW-like Models with the
Osipkov–Merritt Anisotropy

In the Osipkov–Merritt model, one assumes that the
DF f(E , L) only depends on the variable

Q ≡ E − L2

2r2a
= Ψ− v2

2

(
1 +

r2

r2a
sin2 η

)
, (16)

where ra is the anisotropy radius and η = cos−1 vr
v . In

this model, the anisotropy parameter grows with radius
and reaches 1 asymptotically at infinite r

β(r) =
1

1 + (ra/r)2
(17)

The solution for f(Q) is very similar to Eddington’s for-
mula [? , Sec. 4.3.2b]

f(Q) =
1√

8π2M

[∫ Q

0

dΨ√
Q−Ψ

d2ρQ
dΨ2

+
1√
Q

(
dρQ
dΨ

)

Ψ=0

]
,

(18)
except for

ρQ(r) =

(
1 +

r2

r2a

)
ρ(r) (19)

Hence the asymptotic behavior of the DF, Eq. (6), de-
rived in Sec. IIA will apply here. Note that in this case
ρQ(r) ∼ rnρ+2 for large r. Together with Eq. (9), it
follows that, for NFW profiles with the Osipkov–Merritt
model,

f(Q) ∼ Q
nρQ
nΨ

− 3
2 =

{
Qγ− 7

2 γ > 3,
Q− 1

2 2 < γ < 3,
(20)

when E → 0. This relation is also showed in Fig. 1.

D. Velocity Distribution Function (VDF)

The Velocity Distribution Function (VDF) can be ob-
tained from the DF

f(v)|[r1,r2] =
∫ r2

r1

4πr2dr

∫
dΩvfDF(r,v), (21)

FIG. 1:

[r1, r2] is the radial region that we are interested in.
For isotropic systems, the DF depends on r and v only
through the energy E = Ψ(r)− v2/2, so up to an overall
constant, we have

f(v)|[r1,r2] =
∫ r2

r1

r2drfDF(E). (22)

Because we are mostly interested in the VDF tail, for
convenience we define

µ =
1

2

(
v2esc − v2

)
, (23)

where vesc is defined such that f(v) = 0 for v >= vesc
and f(v) > 0 for v < vesc. Because Ψ(r) decreases as r
increases, in the region [r1, r2] we have vesc =

√
2Ψ(r1).

Note that when we look at the asymptotic behavior of
the VDF, we view f(v)|[r1,r2] as a function of µ and try
to find the power law for µ as µ → 0, but not E . So we
define

ξ(r) = µ− E = Ψ(r1)−Ψ(r). (24)

Note that ξ(r) is monotonic function so we can invert it
and define r(ξ), and by definition r(ξ = 0) = r1. Change
the integration variable from r to ξ, and Eq. (22) becomes

f(µ)|[r1,r2] =
∫ ξ2

0
dξ fDF (µ− ξ) r(ξ)2

dr(ξ)

dξ
, (25)

where ξ2 = min(µ, ξ(r2)). Recall that fDF(E) ∼ Ek when
E → 0. If we consider only small µ and large enough r2,
we have

f(µ ' 1)|[r1,r2] ∼
∫ µ

0
dξ (µ− ξ)kr(ξ)2

dr(ξ)

dξ
, (26)

= µ(µ− 0)kr(0)2
(
dr

dξ

)

ξ=0

= µk+1r21

(
−dΨ

dr

)−1

r=r1

.

(27)
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c = 10. Thus the NFW model produces γs that are higher
than the canonical value of 0.4, especially if more velocity
anisotropy is assumed. This may be caused by the ill-defined
cutoff radius.

In models with homogeneous cores, the central density,
the core radius rc and the central 3-D velocity dispersion
σ2(0) are related through

4πGρ(0)r2
c =

1
3
η σ2(0) . (32)

King (1966) models have η = 9. In models with cuspy cores,
we propose the scaling relation

4πGρ(rs)r
2
s =

1
3
η
〈
σ2

〉
r<rs

. (33)

Using equations (2), (6) and (7), one has 4πGρ(rs)r
2
s =

c g(c)V 2
v /4 and from equation (31) for x = 1/c one obtains

η =
3cg(c)V 2

v M(1/c)

8T (1/c, β)
. (34)

For different velocity anisotropy models we then have

η(β = 0) =
3(2 ln 2 − 1)

2(π2 − 7 − 8 ln 2 + 6 ln2 2)
" 2.797, (35)

η(β = 0.5) =
9(1 − 2 ln 2)

4(π2 − 9 − 6 ln 2 + 6 ln2 2)
" 2.138, (36)

η(β = 1) =
9(2 ln 2 − 1)

2(π2 − 3 − 12 ln 2 + 6 ln2 2)
" 1.212, (37)

where we have used equations (8) and (24)-(26), and the fact
that Li2(−1) = −π2/12. Note that η is independent of c in
all cases with β =const. For the Osipkov-Merritt model η is
no longer a constant but we find 1.902 < η < 2.797 in the
range 1 < c < 100 with the limiting cases of η → η(β = 1)
for c → 0 and η → η(β = 0) for c → ∞. Such limiting
behaviour is due to the fact that for large c the integration
of T (1/c,β), equation (23), probes only the range of s where
β is close to zero, while for small c the integral is dominated
by contribution from large s where β is close to unity.

Finally, we consider the structural parameter

WUM =
W (s)

M(s)Φ(0)
(38)

brought forward by Seidov & Skvirsky (2000) with the moti-
vation of WUM being constant for different self-gravitating
objects of simple geometry. Using equations (8), (9) and (21)
we find that for the NFW model

WUM =
cs(2 + cs) − 2(1 + cs) ln(1 + cs)

2(1 + cs)[−cs + (1 + cs) ln(1 + cs)]
(39)

so the parameter turns out to be a function of cs = r/rs only.
It grows with s from zero at s → 0 reaching a maximum
value of 0.196 at r/rs = 4.62 and decreases to zero again as
s → ∞. The values of this parameter at the virial radius are
0.196, 0.187 and 0.125 respectively for c = 5, 10 and 100.

2.4 The distribution function

A quantity of great dynamical importance is the distribu-
tion function. For a spherical system with an isotropic veloc-
ity tensor, the distribution function depends on the phase-
space coordinates only through the energy (e.g. Binney &

Figure 5. The distribution function for isotropic model (eq. [40])
for three different values of the concentration parameter.

Tremaine 1987), and can be derived through the Eddington
(1916) formula (e.g. Binney & Tremaine 1987):

f(E) =
1√
8π2

[∫ E

0

d2ρ
dΨ2

dΨ√
E − Ψ

+
1

E1/2

(
dρ
dΨ

)

Ψ=0

]
, (40)

where E and Ψ are the conventionally defined relative energy
and potential; here E = −E, where E is the total energy per
unit mass and Ψ = −Φ, where Φ is given by equation (9).

It is easy to show that, given equations (6) and (9),
the second term in brackets in equation (40) is zero. The
simplest way to perform the integration of the first term is to
introduce dimensionless variables Ψ̃ = Ψ/C1 and ρ̃ = ρ/C2,
where C1 = g(c)V 2

v and C2 = c2g(c)Mv/(4πr3
v). Then the

integration variable should be changed to s and the limit of
integration corresponding to E found numerically for each E
by solving equation Ψ(s) = E . Otherwise, with a few percent
accuracy, the integration in (40) can be done directly with

an approximation sapx = −1.75 ln(Ψ̃/c)/Ψ̃.
The calculations of the distribution function are usually

performed in units such that G = M = Re = 1 (Binney &
Tremaine 1987), where M is the total mass of the system and
Re is its effective radius. Since in the case of NFW profile
the total mass is infinite a reasonable choice seems to be to
put Mv = 1. The effective radius is not well defined either
but can be approximated as rv/2 (see the next section).
Therefore we choose the units so that G = Mv = rv/2 = 1
and arrive at the numerical results shown in Figure 5. This
choice of normalization is equivalent to measuring f in units
of

√
8Mv/(rvVv)3 and E in units of V 2

v .
Figure 5 proves that the distribution function turns out

to be similar to the distribution functions obtained from
other density profiles (see e.g. Figure 4-12 in Binney &
Tremaine 1987), except that the NFW distribution functions
do not display the cutoff at nearly unbound energies charac-
teristic of King (1966) models. The results shown in Figure 5
indicate a proper behaviour of the distribution function (it
is nowhere negative). Quantitative comparisons with other
models should, however, be made with caution because of

c© 0000 RAS, MNRAS 000, 000–000
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Simulations: in halo variance

Phase-space structure in the local dark matter distribution 3

for all six halos with about 200 million particles within R200. Fur-

ther details of the halos and their characteristics can be found in

Springel et al. (2008).

In the following analysis we will often compare the six level-2

resolution halos, Aq-A-2 to Aq-F-2. To facilitate this comparison,

we scale the halos in mass and radius by the constant required to

give each a maximum circular velocity of Vmax = 208.49 km/s,
the value for Aq-A-2. We will also sometimes refer to a coordi-

nate system that is aligned with the principal axes of the inner halo,

and which labels particles by an ellipsoidal radius rell defined as

the semi-major axis length of the ellipsoidal equidensity surface on

which the particle sits. We determine the orientation and shape of

these ellipsoids as follows. For each halo we begin by diagonal-

ising the moment of inertia tensor of the dark matter within the

spherical shell 6 kpc < r < 12 kpc (after scaling to a com-
mon Vmax). This gives us a first estimate of the orientation and

shape of the best fitting ellipsoid. We then reselect particles with

6 kpc < rell < 12 kpc, recalculate the moment of inertia tensor
and repeat until convergence. The resulting ellipsoids have minor-

to-major axis ratios which vary from 0.39 for Aq-B-2 to 0.59 for
Aq-D-2. The radius restriction reflects our desire to probe the dark

matter distribution near the Sun.

3 SPATIAL DISTRIBUTIONS

The density of DM particles at the Earth determines the flux of

DM particles passing through laboratory detectors. It is important,

therefore, to determine not only the mean value of the DM density

8 kpc from the Galactic Centre, but also the fluctuations around this

mean which may result from small-scale structure.

We estimate the local DM distribution at each point in our

simulations using an SPH smoothing kernel adapted to the 64

nearest neighbours. We then fit a power law to the resulting dis-

tribution of ln ρ against ln rell over the ellipsoidal radius range

6 kpc < rell < 12 kpc. This defines a smooth model density
field ρmodel(rell). We then construct a density probability distribu-
tion function (DPDF) as the histogram of ρ/ρmodel for all particles

in 6 kpc < rell < 12 kpc, where each is weighted by ρ−1 so that

the resulting distribution refers to random points within our ellip-

soidal shell rather than to random mass elements. We normalise the

resulting DPDFs to have unit integral. They then provide a prob-

ability distribution for the local dark matter density at a random

point in units of that predicted by the best fitting smooth ellipsoidal

model.

In Fig. 1 we show the DPDFs measured in this way for all

resimulations of Aq-A (top panel) and for all level-2 halos after

scaling to a common Vmax (bottom panel). Two distinct compo-

nents are evident in both plots. One is smoothly and log-normally

distributed around ρ = ρmodel, the other is a power-law tail to high

densities which contains less than 10−4 of all points. The power-

law tail is not present in the lower resolution halos (Aq-A-3, Aq-

A-4, Aq-A-5) because they are unable to resolve subhalos in these

inner regions. However, Aq-A-2 and Aq-A-1 give quite similar re-

sults, suggesting that resolution level 2 is sufficient to get a reason-

able estimate of the overall level of the tail. A comparison of the six

level 2 simulations then demonstrates that this tail has similar shape

in different halos, but a normalisation which can vary by a factor

of several. In none of our halos does the fraction of the distribu-

tion in this tail rise above 5× 10−5. Furthermore, the arguments of

Springel et al (2008) suggest that the total mass fraction in the in-

ner halo (and thus also the total volume fraction) in subhalos below

0 150 300 450 600
v [km s-1]

0

1

2

3

4

f(
v
) 
!
 1

0
-3

       

-1
0
1

"
 !

 1
0

-3

-450 -225 0 225 450
v1 [km s-1]

0

1

2

3

4

f(
v

1
) 
!
 1

0
-3

     

-1
0
1

"
 !

 1
0

-3

-450 -225 0 225 450
v2 [km s-1]

0

1

2

3

4

f(
v

2
) 
!
 1

0
-3

     

-1
0
1

"
 !

 1
0

-3

-450 -225 0 225 450
v3 [km s-1]

0

1

2

3

4

f(
v

3
) 
!
 1

0
-3

     

-1
0
1

"
 !

 1
0

-3

0 150 300 450 600
v [km s-1]

0

1

2

3

4

5
f(

v
) 
!
 1

0
-3

Aq-A-1

Figure 2. Top four panels: Velocity distributions in a2 kpc box at the Solar
Circle for halo Aq-A-1. v1, v2 and v3 are the velocity components parallel

to the major, intermediate and minor axes of the velocity ellipsoid; v is the
modulus of the velocity vector. Red lines show the histograms measured

directly from the simulation, while black dashed lines show a multivari-

ate Gaussian model fit to the individual component distributions. Residuals

from this model are shown in the upper part of each panel. The major axis

velocity distribution is clearly platykurtic, whereas the other two distribu-

tions are leptokurtic. All three are very smooth, showing no evidence for

spikes due to individual streams. In contrast, the distribution of the velocity

modulus, shown in the upper left panel, shows broad bumps and dips with

amplitudes of up to ten percent of the distribution maximum.Lower panel:

Velocity modulus distributions for all 2 kpc boxes centred between 7 and
9 kpc from the centre of Aq-A-1. At each velocity a thick red line gives the
median of all the measured distributions, while a dashed black line gives

the median of all the fitted multivariate Gaussians. The dark and light blue

contours enclose 68% and 95% of all the measured distributions at each ve-

locity. The bumps seen in the distribution for a single box are clearly present

with similar amplitude in all boxes, and so also in the median curve. The

bin size is 5 km/s in all plots.

Vogelsberger et al. MNRAS 2008
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Clumps in the local DM distribution2 Vogelsberger et al.

per limits established by other experiments (see Savage et al. 2004;

Gondolo & Gelmini 2005; Gelmini 2006, for a discussion and pos-

sible solutions). Regardless of this, recent improvements in detector

technology may enable a detection of “standard model” WIMPSor

axions within a few years.

Event rates in all direct detection experiments are determined

by the local DM phase-space distribution at the Earth’s position.

The relevant scales are those of the apparatus and so are extremely

small from an astronomical point of view. As a result, interpret-

ing null results as excluding specific regions of candidate param-

eter space must rely on (strong) assumptions about the fine-scale

structure of phase-space in the inner Galaxy. In most analyses the

dark matter has been assumed to be smoothly and spherically dis-

tributed about the Galactic Centre with an isotropic Maxwellian ve-

locity distribution (e.g. Freese et al. 1988) or a multivariate Gaus-

sian distribution (e.g. Ullio & Kamionkowski 2001; Green 2001;

Helmi et al. 2002). The theoretical justification for these assump-

tions is weak, and when numerical simulations of halo formation

reached sufficiently high resolution, it became clear that the phase-

space of CDM halos contains considerable substructure, both grav-

itationally bound subhalos and unbound streams. As numerical res-

olution has improved it has become possible to see structure closer

and closer to the centre, and this has led some investigators to sug-

gest that the CDM distribution near the Sun could, in fact, bealmost

fractal, with large density variations over short length-scales (e.g.

Kamionkowski & Koushiappas 2008). This would have substantial

consequences for the ability of direct detection experiments to con-

strain particle properties.

Until very recently, simulation studies were unable to resolve

any substructure in regions as close to the Galactic Centre as the

Sun (see Moore et al. 2001; Helmi et al. 2002, 2003, for example).

This prevented realistic evaluation of the likelihood that massive

streams, clumps or holes in the dark matter distribution could af-

fect event rates in Earth-bound detectors and so weaken the par-

ticle physics conclusions that can be drawn from null detections

(see Savage et al. 2006; Kamionkowski & Koushiappas 2008, for

recent discussions). As we shall show in this paper, a new age has

dawned. As part of its Aquarius Project (Springel et al. 2008) the

Virgo Consortium has carried out a suite of ultra-high resolution

simulations of a series of Milky Way-sized CDM halos. Simula-

tions of individual Milky Way halos of similar scale have been car-

ried out by Diemand et al. (2008) and Stadel et al. (2008). Here we

use the Aquarius simulations to provide the first reliable character-

isations of the local dark matter phase-space distribution and of the

detector signals which should be anticipated in WIMP and axion

searches.

2 THE NUMERICAL SIMULATIONS

The cosmological parameters for the Aquarius simulation set are

Ωm = 0.25, ΩΛ = 0.75, σ8 = 0.9, ns = 1 and H0 =
100 h km s−1 Mpc−1 with h = 0.73, where all quantities have
their standard definitions. These parameters are consistent with cur-

rent cosmological constraints within their uncertainties, in partic-

ular, with the parameters inferred from the WMAP 1-year and

5-year data analyses (Spergel et al. 2003; Komatsu et al. 2008).

Milky Way-like halos were selected for resimulation from a par-

ent cosmological simulation which used 9003 particles to follow

the dark matter distribution in a 100h−1Mpc periodic box. Se-
lection was based primarily on halo mass (∼ 1012M") but also

required that there should be no close and massive neighbour at
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Figure 1. Top panel: Density probability distribution function (DPDF) for

all resimulations of halo Aq-A measured within a thick ellipsoidal shell

between equidensity surfaces with major axes of 6 and 12 kpc. The lo-
cal dark matter density at the position of each particle, estimated using an

SPH smoothing technique, is divided by the density of the best-fit, ellip-

soidally stratified, power-law model. The DPDF gives the distribution of

the local density in units of that predicted by the smooth model at random

points within the ellipsoidal shell. At these radii only resolution levels 1

and 2 are sufficient to follow substructure. As a result, the characteristic

power-law tail due to subhalos is not visible at lower resolution. The fluc-

tuation distribution of the smooth component is dominated by noise in our

64-particle SPH density estimates. The density distribution measured for

a uniform (Poisson) particle distribution is indicated by the black dashed

line. Bottom panel: As above, but for all level-2 halos after rescaling to

Vmax = 208.49 km/s. In all cases the core of the DPDF is dominated by
measurement noise and the fraction of points in the power law tail due to

subhalos is very small. The chance that the Sun lies within a subhalo is

∼ 10−4. With high probability the local density is close to the meanvalue

averaged over the Sun’s ellipsoidal shell.

z = 0. The Aquarius Project resimulated six such halos at a series
of higher resolutions. The naming convention uses the tags Aq-A

through Aq-F to refer to these six halos. An additional suffix 1 to
5 denotes the resolution level. Aq-A-1 is the highest resolution cal-
culation, with a particle mass of 1.712×103 M" and a virial mass

of 1.839 × 1012 M" it has more than a billion particles within the

virial radiusR200 which we define as the radius containing a mean

density 200 times the critical value. The Plummer equivalent soft-

ening length of this run is 20.5 pc. Level-2 simulations are available

Koushiappas & Kamionkowski PRD 2008; 
Vogelsberger et al. MNRAS 2008
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3.3. Intrinsic Backgrounds

The increase in xenon mass for the LZ detectors brings a corresponding increase in sensitivity to intrinsic
xenon backgrounds which were not considered for previous detectors. Of particular concern are a class of isotopes
which undergo “naked” or “semi-naked” beta decay, meaning that the decay has a significant probability of
emitting a beta without an accompanying gamma which would enhance veto capabilities. Naked beta decays
produce no accompanying gamma, while semi-naked beta decays produce an accompanying gamma with enough
energy to potentially escape the active region. One notable example of a naked beta emitter is 214Bi, a member
of the 238U decay chain, which can be introduced into the xenon through Rn emanation from detector internals.
Activation of Xe through muon capture, neutron capture, or fast neutron activation is also of concern.
The dominant intrinsic background has been found to be xenon isotopes generated by fast neutron activation

and thermal neutron capture. The most important isotope is 137Xe, which has a 2/3 probability of emitting a
naked beta with a 4.1 MeV endpoint, and a 1/3 chance of emitting a semi-naked 3.7 MeV beta in coincidence
with a 450 keV gamma. This background source yields event rates approximately two orders of magnitude
below those expected from neutrinos, as discussed in Sec. 3.4, and is thus not a concern for LZ.
Kr is present in commercial Xe in ∼ppb concentrations. 85Kr, a naked beta emitter, is present within natural

Kr at concentrations of ∼10 ppt. As Kr is not removed by the getters planned for use in LZ, a separate charcoal-
based system is under development which will reduce Kr concentrations below 5 ppt for LUX, and is scalable
with modest efforts. LZS requires a Kr concentration below 0.5 ppt, while LZD requires a concentration below
0.05 ppt. These levels can be achieved by scaling the LUX charcoal system.

3.4. Neutrino Backgrounds

LZD is expected to be the ultimate liquid xenon direct detection experiment, as the scale of the experiment
expands its sensitivity to ER and NR signatures from neutrino scattering. This represents a fundamental “noise
floor” for liquid xenon detectors, after which new technologies will be needed to further improve detection
statistics. In particular, coherent neutrino scattering creates an unavoidable nuclear recoil background [10]
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Figure 5: (Left) LZD NR backgrounds from neutrino coherent scattering. The low-energy range (1-50 keVr) where
WIMP signatures are most prevalent include coherent scattering contributions from three different neutrino sources: 8B
solar neutrinos, neutrinos from cosmic ray interactions in the atmosphere, and diffuse supernova background neutrinos.
Due to the steepness of the spectrum, the 8B solar neutrino contribution is convolved with the expected detector energy
resolution in order to estimate leakage into higher energies in the WIMP search energy range. Overlayed for comparison
is the predicted neutron background spectrum for both fission and (α,n) contributions from the PMTs, assuming the use
of R11410 MOD PMTs. WIMP recoil spectra for 100 GeV particles are shown for interaction cross-sections of 10−47 cm2

and 10−48 cm2. A NR acceptance of 50% is assumed. (Right) LZD ER backgrounds from p-p solar neutrinos, 7Be
solar neutrinos, and two-neutrino double-beta decay from 136Xe, assuming a 2.1 × 1021 yr lifetime as recently reported
in [11]. Overlaid are projected ER background activities from 238U and 232Th decays within the PMTs, assuming the
use of R11410 MOD PMTs. A 99.5% rejection factor is applied for neutrino and gamma spectra. Overlaid are WIMP
signatures converted into the ER energy scale, assuming a conversion of keVr/keVee=0.3 and a NR acceptance of 50%.

As shown in Fig. 5 (left), the primary NR backgrounds expected for LZD come from a combination of
atmospheric, solar (8B), and diffuse supernova neutrino coherent scatters. Shown for reference is the activity

Malling et al. 1110.0103
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Conclusions
✦ Fermi-LAT now has important DM results for masses 10-25 GeV 

and annihlation to bbar and tau+/tau-

✦ More data and better understanding of systematics will improve 
results

✦ On longer timescales ACTs (CTA)

✦ How worried are we about ``astrophysics” in interpretation of direct 
detection limits? (From a practical perspective... interesting Galactic 
astronomy of course)

✦ Does it matter as long as in discovery mode? Variations in 
astrophysics don’t yet reconcile ``hints” (Frandsen et al. 2011)

✦ Will theory (simulations, etc) be outpaced by experiments?


