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de Sitter space
• dS space is central in modern cosmology

• it approximates inflation, and the universe 
appears to be entering a future dS phase

• if they exist in the string landscape, one 
expects dS regions to dominate the global 
spacetime volume

• our observable universe would be a bubble 
immersed in an eternally inflating bath

• dS surrounds us in both space and time
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but...
• dS is notoriously difficult to understand

• it expands exponentially, forever fragmenting into 
causally disconnected pieces

• every point is surrounded by a finite area event 
horizon, with a quantum temperature and 
horizon entropy

• it has no observable S-matrix or timelike 
boundary on which to define a holographic dual 

• field at spacelike separation fluctuates 
independently at late times; correlations 
functions are unobservable
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false vacuum eternal inflationEternal Inflation
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The false vacuum decays by bubble nucleation (CDL).
The decay is nonperturbative.

consider a scalar field 
with a potential like this 

classically, it will inflate 
(i.e. dS) forever in 
either minimum

quantumly, it will tunnel 
via bubble nucleation 
from either into the 

other after finite time

I’ll call this dimensionless “decay rate” per unit Hubble 
time per unit Hubble volume γ

(a potential like this makes a universe 
in a bubble, very much like the one we observe)
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cosmology

• in the string theory landscape, our universe may 
be inside such a bubble

• every such bubble will eventually be struck by 
an infinite number of others

• these can have potentially observable effects 
(for example on our CMB), if

• I won’t discuss these now... but can we use 
them to define a set of asymptotic observables?

γ
√

Ωk (Vf/Vi) > 1
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to begin...
...imagine starting in a region of the universe where the 

field is roughly homogeneous and in its false vacuum

any initial inhomgeneities or impurities will rapidly inflate 
away, leaving a state very close to empty de Sitter

γ
−1but after about       efolds,  a bubble of “true” vacuum will 

appear and begin to expand



UC Davis 5/14/2009Matthew Kleban

a conformal diagram

false vacuum dS

initial condition surface

past

Minkowski bubble “census taker”

smaller CC
dS bubble
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global slices

late global 
time slice

a global time slice of dS in D 
dimensions is a d=D-1 sphere

ds
2

D = −dt
2 + H

−2 cosh2(Ht)dΩ2

D−1
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viewed from above (fixed t)Bubble Collisions

each bubble forms part of an infinite cluster, which may or may not 
connect to other clusters

for decay rate less than order one, the transition (if there is one) does 
not percolate or complete

observers in flat bubbles at arbitrarily late times (“census takers”) can 
see an arbitrarily large number of bubbles - all others have a cutoff
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the distribution...
• ...on global slices follows immediately from 

the dS metric
• the comoving size of the bubble is just the 

conformal time to infinity, and 
• the metric in conformal coordinates is 

ds2 =
1

sin2 η
(−dη2 + dΩ2

d)

• and so one immediately obtains

dN = γdV dη

dN = γ sin(ψ)−(d+1)dψdΩd
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observables?

• the full global slices are never observable

• it may be more interesting to consider the 
distribution on the wall an observer’s bubble 
- which is a census takers asymptotic sky

• but it turns out that this distribution is 
identical, although now d=D-2

• this is all in the approximation of non-
interacting bubbles
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dS/dS?

• hence, one can define a d dimension theory 
either from d+1 dS using global slices, or d+2 dS 
using the census taker’s sky 

• finite CC/time for the census taker is a UV cutoff

• the two distributions (in this approximation) are 
identical, but the interpretation is very different
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fractal dimension

DBC ≡ −d(lnn(ε))/d(ln ε) n(ε) = V (ε)ε−d

dV (ε) = V rddN(r) = V γ(dr/r) n(ε) = ε
γ−d

DBC = d − γ

Mandelbrot, Vilenkin

one can compute the box counting fractal dimension of the 
set of points that are inside zero bubbles...
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Numerical simulations of the model in d = 2. Only one disk type is shown. Left pane: γ = .
1, δ/R = .01. Right pane: γ = .5, δ/R = .01. 
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percolation

• one expects percolation transitions in this 
set when fractal dimension is near integer

• but if the decay rate is very small, one is far 
from these transitions

• can there still be a conformal field theory 
description away from these special points?

• if so, quite unlike standard bond or site 
percolation
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correlation functions

• let’s try to define some correlation functions, 
focussing on the case d=2

• for now we can forget about the bulk dS and 
focus only on the statistical model

• the most natural quantity is N(z), the number 
of bubble disks that impinge on z

• so, try to compute <N(z)> using these 
distributions

• plainly this will diverge.... let’s see how



UC Davis 5/14/2009Matthew Kleban

d=2
• in d=(3+1)-2=(2+1)-1=2, stereographically 

project the 2-sphere distribution to the plane

• SP maps disks to disks, but both the radii and 
center locations change

• the distribution in the plane is simply

dN = γ(dr/r3)dzdz̄

• this is obviously scale invariant, and the stereographic 
mapping proves it is fully Mobius invariant

• Mobius transformations arise in a beautiful geometric 
way - they are the action of the 3+1 Lorentz group on 
the lightcone of the bubble’s nucleation event

dN = γ sin(ψ)−(d+1)dψdΩd
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1-point function of N

center on the boundary sphere. We have set the radius to 1 for convenience. We will allow
overlaps without any change - in other words, we will allow bubbles to nucleate inside other
bubbles with a decay rate identical to that of the parent false vacuum.

This distribution turns out to have the remarkable property that it is invariant under
global conformal transformations (SL(2, R) transformations). The easiest way to see this
is to stereographically project the distribution to the plane. This projection maps disks to
disks, and in terms of standard complex coordinates on the plane z, z̄ and the disk radius r
the distribution becomes

dN = γ
dr

r3
dzdz̄. (2.2)

CHECK FACTOR OF 2 FROM COMPLEX COORDS PLUS OVERALL FACTOR. (Note
that this is also the small angle, small area approximation to the sphere distribution.) Global
conformal transformations on the sphere are generated by rotations plus special conformal
transformations. In the stereographic plane, special conformal transformations around the
origin (or point at infinity) take a particularly simple form—they are simply the scalings
z, z̄ → λz, λz̄ and R → λR. Therefore the distribution Eq. 2.1 is invariant under general
SL(2, R), since it is manifestly rotation invariant, and one can always choose the origin of
the stereographic plane to coincide with one of the fixed points of the special conformal
transformation. As noted in [?], this symmetry group is the set of Lorentz transformations
on the point of nucleation of the bubble.

B. B. Mandelbrot SPELLING considered this distribution in CITE FGON, where he
commented that it approximates the distribution of craters on the moon. One can easily
calculate the Hausdorff dimension of the set of points not inside any bubble, which is less
than 2 and a set of measure zero because the set of disks in any given logarithmic size range
covers a finite fraction of the volume. To do so XXX INSERT CALCULATION HERE, REF
BBM AND MAYBE VILENKINXXX

Similarly one could compute the dimension of sets such as the set of point covered by
exactly n disks. The existence of these fractals sets is not surprising given the statistical
scale invariance of the distribution. However the distribution is more than merely scale
invariant—it is invariant under the full global conformal group, which raises the possibility
that one may be able to define a conformal field theory from its correlation functions.

3 Correlation functions

In this note we will concentrate on the correlation functions of operators constructed from the
number operator, which counts the number of disks overlapping the point where it is inserted.
To do this it is convenient to construct a partition function for the bubble distribution with
which to compute expectation values. For convenience we will work on the plane, using the
distribution (2.2). A generating function for this distribution is

Z+ =
∞∑

n=0

γn

n!

n∏

k=1

∫ R

δ

drk

r3
k

∫
dxkdx̄k = exp

(
γ

∫ R

δ

dr

r3

∫
dzdz̄

)
. (3.1)

2

Each term in the sum corresponds to a configuration of n disks, with the kth disk centered
at the point xk and with radius rk. To avoid infinities the integral must be cut off in both
small and large disk sizes, although as we will see, well-defined correlation functions on
the plane do not depend on the IR cutoff R. The factor of γn is the appropriate weight
for a configuration of n disks, given that γ ∼ e−Sinst and that instanton interactions can
be neglected. IS THIS REALLY TRUE? Finally, the factor of 1/n! arises because we are
treating the disks as indistinguishable, and the reason for the subscript on Z+ will become
clear shortly.

We will begin by computing the 1-point correlation function of the number operator
N(z). The appropriate representation of N in a configuration of n disks is Nn(z) =∑n

k=1 Θ (|xk − z| − rk). Computing the correlation function is now simply a matter of in-
serting N into the sum (3.1):

〈N(z)〉 = Z−1
+

∞∑

n=0

γn

n!

n∏

k=1

∫ R

δ

Nn(z)
drk

r3
k

dxkdx̄k. (3.2)

With these assumptions, this correlation function is the average value of N at point z, with
the average taken over all possible configurations of disks with a weight given by Eq. 2.2.

Each theta function in Nn(z) reduces the domain of precisely one of the integrals from
the entire plane to an integral over a disk centered at z of radius rk. Given that there are n
theta functions and N0 = 0, this yields

〈N(z)〉 = Z−1
+ Z+γ

∫ R

δ

dr

r3
πr2 = πγ ln (R/δ) . (3.3)

So the 1-point function defined this way is divergent in both the UV and the IR. The reasons
for this are clear—there are a logarithmically infinite number of both very large and very
small disks covering any point.

3.1 Disks and anti-disks

The most elegant way to regulate this divergence is to change the definition of the problem
slightly. Rather than considering a distributions of disks only, one can add an identical
distribution of “anti-disks”. Imagine starting with a plane colored neutral gray, in which
N = 0. In other words, in addition to sprinkling down “black” disks, each of which makes
the gray a shade darker (so that N counts the number of shade up from neutral), imagine
also sprinkling “white” disks with the same distribution, inside each of which N is reduced
by 1. A convenient way to keep track of this is to define N(z) = N+(z)−N−(z) and to alter
the partition function to include two sums: one over disks and one over anti-disks. With
this change,

Z = Z+Z− =

( ∞∑

n=0

γn

n!

n∏

k=1

∫ R

δ

drk

r3
k

∫
dxkdx̄k

) ( ∞∑

n=0

γn

n!

n∏

k=1

∫ R

δ

drk

r3
k

∫
dxkdx̄k

)
, (3.4)
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Nn(z) =
n∑

k=1

Θ (|xk − z| − rk)
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〈N(z)〉 = Z−1
+

∞∑

n=0

γn

n!

n∏

k=1

∫ R

δ

Nn(z)
drk

r3
k

dxkdx̄k. (3.2)

With these assumptions, this correlation function is the average value of N at point z, with
the average taken over all possible configurations of disks with a weight given by Eq. 2.2.

Each theta function in Nn(z) reduces the domain of precisely one of the integrals from
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+ Z+γ

∫ R

δ

dr

r3
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Z = Z+Z− =

( ∞∑

n=0

γn

n!

n∏

k=1

∫ R

δ

drk

r3
k

∫
dxkdx̄k

) ( ∞∑

n=0

γn

n!

n∏

k=1

∫ R

δ

drk

r3
k

∫
dxkdx̄k

)
, (3.4)

3

take the average of N(z) over the ensemble of all possible 
configurations, with weight given by the distribution
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disks and anti-disks

• the divergence occurs because N+>0

• but in dS, transitions will occur either way

• try allowing for “anti-bubbles” - up 
transitions - and count the difference

Each term in the sum corresponds to a configuration of n disks, with the kth disk centered
at the point xk and with radius rk. To avoid infinities the integral must be cut off in both
small and large disk sizes, although as we will see, well-defined correlation functions on
the plane do not depend on the IR cutoff R. The factor of γn is the appropriate weight
for a configuration of n disks, given that γ ∼ e−Sinst and that instanton interactions can
be neglected. IS THIS REALLY TRUE? Finally, the factor of 1/n! arises because we are
treating the disks as indistinguishable, and the reason for the subscript on Z+ will become
clear shortly.
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〈N(z)〉 = Z−1
+

∞∑

n=0

γn

n!

n∏

k=1

∫ R

δ

Nn(z)
drk

r3
k

dxkdx̄k. (3.2)
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∫ R

δ

dr

r3
πr2 = πγ ln (R/δ) . (3.3)

So the 1-point function defined this way is divergent in both the UV and the IR. The reasons
for this are clear—there are a logarithmically infinite number of both very large and very
small disks covering any point.
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The most elegant way to regulate this divergence is to change the definition of the problem
slightly. Rather than considering a distributions of disks only, one can add an identical
distribution of “anti-disks”. Imagine starting with a plane colored neutral gray, in which
N = 0. In other words, in addition to sprinkling down “black” disks, each of which makes
the gray a shade darker (so that N counts the number of shade up from neutral), imagine
also sprinkling “white” disks with the same distribution, inside each of which N is reduced
by 1. A convenient way to keep track of this is to define N(z) = N+(z)−N−(z) and to alter
the partition function to include two sums: one over disks and one over anti-disks. With
this change,

Z = Z+Z− =

( ∞∑

n=0

γn

n!

n∏

k=1

∫ R

δ

drk

r3
k

∫
dxkdx̄k

) ( ∞∑

n=0

γn

n!

n∏

k=1

∫ R

δ

drk

r3
k

∫
dxkdx̄k

)
, (3.4)

3
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bulk field theory
• simplest non-trivial possibility - bubbles can nucleate 

inside other bubbles, always with the same rate as 
the parent false vacuum

• such a rule would follow from a bulk field with a 
periodic potential

• will be interesting to extend this to non-periodic 
potentials, but will probably require approximation

V (φ)

φ
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Each term in the sum corresponds to a configuration of n disks, with the kth disk centered
at the point xk and with radius rk. To avoid infinities the integral must be cut off in both
small and large disk sizes, although as we will see, well-defined correlation functions on
the plane do not depend on the IR cutoff R. The factor of γn is the appropriate weight
for a configuration of n disks, given that γ ∼ e−Sinst and that instanton interactions can
be neglected. IS THIS REALLY TRUE? Finally, the factor of 1/n! arises because we are
treating the disks as indistinguishable, and the reason for the subscript on Z+ will become
clear shortly.

We will begin by computing the 1-point correlation function of the number operator
N(z). The appropriate representation of N in a configuration of n disks is Nn(z) =∑n

k=1 Θ (|xk − z| − rk). Computing the correlation function is now simply a matter of in-
serting N into the sum (3.1):

〈N(z)〉 = Z−1
+

∞∑

n=0

γn

n!

n∏

k=1

∫ R

δ

Nn(z)
drk

r3
k

dxkdx̄k. (3.2)

With these assumptions, this correlation function is the average value of N at point z, with
the average taken over all possible configurations of disks with a weight given by Eq. 2.2.

Each theta function in Nn(z) reduces the domain of precisely one of the integrals from
the entire plane to an integral over a disk centered at z of radius rk. Given that there are n
theta functions and N0 = 0, this yields

〈N(z)〉 = Z−1
+ Z+γ

∫ R

δ

dr

r3
πr2 = πγ ln (R/δ) . (3.3)

So the 1-point function defined this way is divergent in both the UV and the IR. The reasons
for this are clear—there are a logarithmically infinite number of both very large and very
small disks covering any point.

3.1 Disks and anti-disks

The most elegant way to regulate this divergence is to change the definition of the problem
slightly. Rather than considering a distributions of disks only, one can add an identical
distribution of “anti-disks”. Imagine starting with a plane colored neutral gray, in which
N = 0. In other words, in addition to sprinkling down “black” disks, each of which makes
the gray a shade darker (so that N counts the number of shade up from neutral), imagine
also sprinkling “white” disks with the same distribution, inside each of which N is reduced
by 1. A convenient way to keep track of this is to define N(z) = N+(z)−N−(z) and to alter
the partition function to include two sums: one over disks and one over anti-disks. With
this change,

Z = Z+Z− =

( ∞∑

n=0

γn

n!

n∏

k=1

∫ R

δ

drk

r3
k

∫
dxkdx̄k

) ( ∞∑

n=0

γn

n!

n∏

k=1

∫ R

δ

drk

r3
k

∫
dxkdx̄k

)
, (3.4)
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where we have left off the + and − subscripts for readability. Clearly,

〈N(z)〉 = 〈N+(z)−N−(z)〉 = (Z−Z−1
− )〈N+〉 − (Z+Z−1

+ )〈N−〉 = 0. (3.5)

Physically, this change corresponds to a model in with instantons and anti-instantons,
where N counts the total shift in instanton number. Since we are allowing bubbles to nucleate
inside other bubbles with no restrictions, an example of a model satisfying our assumptions
is a scalar field with an infinite, periodic potential, in which transitions can always move the
field either to the right or to the left.

3.2 Two point functions

Computing the 2-point function is only slightly more involved.

〈N(z1)N(z2)〉 = 〈(N+(z1)−N−(z1)) (N+(z2)−N−(z2))〉 = 2〈N+(z1)N+(z2)〉 − 2〈N+〉2,
(3.6)

where in the last step we have used the fact that the distributions of disks and anti-disks
are identical. We have already computed the last term; to compute 〈N+(z1)N+(z2)〉, notice
the sums of theta functions from each factor will combine into two types of terms: n(n− 1)
off-diagonal terms involving xk and zk′ with k $= k′, and n diagonal terms with xk only.
The off-diagonal terms are trivial to evaluate, since after factoring out a γ2 and canceling
the n(n − 1) against the 1/n!, one sees that the sum shifts and gives 〈N+〉2. Hence the
off-diagonal terms cancel with the last term in (3.18), leaving only the diagonal terms.

The diagonal terms have the following structure:

〈N+(z1)N+(z2)〉 = Z−1
+ γZ+

∫ R

δ

dr

r3

∫
dzdz̄Θ (|z − z1|− r) Θ (|z − z2|− r) (3.7)

= γ

∫ R

δ

dr

r3
A12(d12, r), (3.8)

where d12 ≡ |z1 − z2| and A12 is the area of the region shown in FIGURE XX:

A12(d12, r) = 2r2
(
cos−1(d12/2r)− (d12/2r)

√
1− (d12/2r)2

)
Θ(2r − d12). (3.9)

Physically, A12(d12, r) is the area of the region such that a disk with radius r covers both z1

and z2 if its center is contained A12.

The indefinite integral can be written in closed form in terms of a dilogarithm, but for
the moment we will only need the definite integral in the limit of large R, small δ:

∫ R

δ

dr

r3
A12(d12, r) = π ln (R/d12)− π/2 + O

(
R−1

)
. (3.10)

CHECK CONSTANT FACTOR Therefore the 2-point function of N is 〈N(z1)N(z2)〉 =

2πγ ln
(

R
|z1−z2|

)
− πγ. This kind of logarithmic correlator occurs in field theories when the

4
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operator is of dimension zero (for example, a free scalar in 2D). Because of the IR divergence,
one generally either takes derivatives or exponentials of the dimension zero field. For example,
given a free field χ in 2D with correlator 〈χ(z1)χ(z2)〉 = − ln |z1 − z2|2, one can define the
vertex operator V freefield

α = ei
√

2qχ(z), which will be a conformal primary with dimension q2.
CHECK ALL FACTORS AGAINST YELLOW BOOK.

In our case, the first step is to normalize the operator in such a way that the 2-point
function is canonical. Therefore we define φ(z) ≡ (N+(z)−N−(z))/

√
πγ, so that

〈φ(z1)φ(z2)〉 = − ln |z1 − z2|2 + ln R2 − 1. (3.11)

3.3 Correlators of exponentials

One way to remove the IR divergence in the correlators of massless fields is to take their expo-
nentials. As we will see, the operators Vβ(z) ≡ eiαφ(z) = eiβ(N+(z)−N−(z)), where β = α/

√
πγ,

have positive definite weight at least under Mobius transformations, and their correlators
are finite in the IR.

3.4 The 1-point function

To compute the 1-point function 〈Vβ(z)〉 one simply needs to insert it into the partition sum
(3.1):

〈Vβ(z)〉 = Z−2
+

( ∞∑

n=0

γn

n!

n∏

k=1

∫ R

δ

drk

r3
k

∫
dxkdx̄ke

iβN+(z)

) ( ∞∑

n=0

γn

n!

n∏

k=1

∫ R

δ

drk

r3
k

∫
dxkdx̄ke

−iβN−(z))

)

(3.12)
where the two terms correspond to the instantons and anti-instantons. The exponential
operator has a simple product form, and the contributions from the instantons and anti-
instantons are complex conjugates of each other, so

〈Vβ(z1)〉 = Z−2
+

∣∣∣∣exp

{
γ

∫ R

δ

dr

r3

∫
dxdx̄

[
eiβΘ(2r − |x− z1|) + Θ(−2r + |x− z1|)

]}∣∣∣∣
2

(3.13)
Cancelling against Z−2

+ and collecting terms, this becomes

〈Vβ(z1)〉 = exp

[
−2γ(1− cos β)

∫ R

δ

dr

r3

∫
dxdx̄Θ(2r − |x− z1|)

]
(3.14)

Defining A1(r) as the area such that a disk of radius r cover z1 if its center is contained in
A1, this is

〈Vβ(z1)〉 = exp

[
−2γ(1− cos β)

∫ R

δ

dr

r3
A1(r)

]
(3.15)

The area is A1 = πr2, so the integral is

I1 ≡
1

π

∫ R

δ

dr

r3
A1(r) = ln

R

δ
(3.16)
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this result holds in ALL d: N is always a field with dimension 0
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massless scalars

• fields with log correlators are not 
particularly well-defined - and these fields 
have a (discrete) shift symmetry 

• one usually either differentiates or 
exponentiates them

• let’s try exponentials...
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Finally, the one point function of the exponential operator is

〈Vβ(z)〉 =

(
R

δ

)−2πγ(1−cos β)

=

{
1 if β =2πn, n ∈ Z
0 otherwise

}
. (3.17)

This type of “conservation of charge” condition is familiar from Liouville theory and free
scalar CFTs, but the periodicity in β (which is a consequence of the quantization of N) is
novel.

3.5 The 2-point function

One can compute the 2-point function by the same techniques. A similar analysis to the one
above gives

〈Vβ1(z1)Vβ2(z2)〉 = |〈exp [iβ1N(z1) + iβ2N(z2)]〉|2 = (3.18)

exp
{
γ

∫
dr
r3

∫
dxdx̄ (−2 + 2 cos [β1Θ(r − |x− z1|) + β2Θ(r − |x− z2|)])

}
. (3.19)

This is equivalent to

〈Vβ1(z1)Vβ2(z2)〉 = exp

{
−2γ

∫
dr

r3

[
(1− cos β1)A

0
1 + (1− cos β2)A

0
2 + (1− cos(β1 + β2))A

0
12

]}

(3.20)
where we have defined the “exclusive area” A0

1 as the area of the region such that disks
centered in that region cover z1 but not z2.

Similarly, we define the integral over these areas as

I0
1 (z1, z2) ≡

1

π

∫
dr

r3
A0

1(r, z1, z2) . (3.21)

With this notation, the two point function is

〈Vβ1(z1)Vβ2(z2)〉 = exp
{
−2πγ

[
(1− cos β1)I

0
1 + (1− cos β1)I

0
1 + (1− cos β2)I

0
2 + (1− cos(β1 + β2))I

0
12

]}

(3.22)
We will see later that the integrals I0

ij... have a simple interpratation as spacetime volumes
in de Sitter space.

To evaluate the integrals, we need to write the exclusive areas in terms of the simpler
inclusive areas. For the two-point function, we have

A0
1 = A1 − A12 (3.23)

A0
2 = A2 − A12 (3.24)

A0
12 = A12 (3.25)

The same equations hold for the integrals of the areas,

I0
1 = I1 − I12 (3.26)

I0
2 = I2 − I12 (3.27)

I0
12 = I12 (3.28)

6

periodic conservation of charge
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2-point functions
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Using the previous formulas for the areas, we have

I0
1 = I0

2 = ln
|z12|
δ

− 1

2
(3.29)

I0
12 = ln

R

|z12|
(+ const?) (3.30)

Let us redefine the UV cutoff δ to eliminate the annoying constant factors so that

I0
1 = I0

2 = ln
|z12|
δ

(3.31)

I0
12 = ln

R

|z12|
(3.32)

Note that I0
1 and I0

2 are infrared finite, while I0
12 diverges as R → ∞. This corresponds

to an infinite expected number of disks covering both points 1 and 2. Therefore, for β1 $= β2,
the exponent of Eq. 3.22 goes to −∞ as the infrared cutoff R is taken to infinity. So the
two-point function Eq. 3.18 is zero due to IR divergences. To cancel this divergence it is
necessary and sufficient to require that the coefficient of the double overlap region I0

12 is
zero; in other words one needs cos(β1 + β2) = 1, or β1 + β2 = 2πn (n an integer). MORE
EXPLANATION HERE ABOUT WHY THIS IS - JUST THAT A12 GROWS FASTER
THAN ANYTHING ELSE.

Enforcing this condition we get

〈Vβ1(z1)Vβ2(z2)〉 =

(
δ

z1 − z2

)2πγ(1−cos β1) (
δ

z̄1 − z̄2

)2πγ(1−cos β1)

(3.33)

when β1 + β2 = 2πn (else the correlator is zero). Defining ∆(β) = ∆̄(β) = πγ (1− cos β),
this has the form of a two-point function for a conformal operator of dimension (∆, ∆̄).

3.6 The 3-point function

To compute the 3-point function of exponentials 〈Vα1(z1)Vα2(z2)Vα3(z3)〉 we will need to
evaluate the integrals of the overlap regions of three disks of equal size, each centered on a
point zi where the operators is inserted. The calculation proceeds along the same lines as
for the 2-point function; omitting some details one obtains (c.f. Eq. ??)

〈Vβ1(z1)Vβ2(z2)Vβ3(z3)〉 = exp
{
−2πγ

[
(1− cos β1)I

0
1 + (1− cos β2)I

0
2 + (1− cos β3)I

0
3 +

(1− cos(β1 + β2))I
0
12 + (1− cos(β1 + β3))I

0
13 + (1− cos(β2 + β3))I

0
23 + (1− cos(β1 + β2 + β3))I

0
123

]}
.

Since the integral I0
123 is again logarithmically divergent at large r, a “charge cancellation”

condition is required to cancel the IR divergence that would otherwise send the correlator
to zero. Requiring the coefficient of this term be zero means β1 + β2 + β3 = 2πn.

When this condition is satisfied, the correlator simplifies to

〈Vβ1(z1)Vβ2(z2)Vβ3(z3)〉 =

exp {−2πγ [(1− cos β1)(I0
1 + I0

23) + (1− cos β2)(I0
2 + I0

13) + (1− cos β3)(I0
3 + I0

12)]}
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.

Since the integral I0
123 is again logarithmically divergent at large r, a “charge cancellation”

condition is required to cancel the IR divergence that would otherwise send the correlator
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This is the correct behavior for a conformal field!

Need the coeff of the overlap area =0, i.e.

And reminiscent of  bulk dispersion relation for a periodic potential...
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3-point functions

Using the previous formulas for the areas, we have

I0
1 = I0
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|z12|
δ

− 1

2
(3.29)

I0
12 = ln

R

|z12|
(+ const?) (3.30)

Let us redefine the UV cutoff δ to eliminate the annoying constant factors so that

I0
1 = I0
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|z12|
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(3.31)

I0
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|z12|
(3.32)

Note that I0
1 and I0
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12 diverges as R → ∞. This corresponds
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The exclusive area integrals are given by, for example,

I0
1 = I1 − I12 − I13 + I123 (3.34)

I0
23 = I23 − I123 (3.35)

The formula for the triple overlap I123 is somewhat complicated, but it cancels in the 3-point
function, because the integrals appear in combinations such as

I0
1 + I0

23 = I1 − I12 − I13 + I23 (3.36)

Therefore the 3-point function simplifies to

〈Vβ1(z1)Vβ2(z2)Vβ3(z3)〉 =

exp {−2πγ [(1− cos β1)(I1 − I12 − I13 + I23)]}× (cyclic permutations)

In terms of the weights ∆i = πγ(1− cos βi) the 3-point function can be written

〈Vβ1(z1)Vβ2(z2)Vβ3(z3)〉 = |exp {−(∆1 + ∆2 −∆3)(I1 − I12)}|2 × (cyclic permutations)
(3.37)

The combination (I1 − I12) is exactly the same as in the 2-point function, so

〈Vβ1(z1)Vβ2(z2)Vβ3(z3)〉 =

∣∣∣∣∣

(
δ

z1 − z2

)∆1+∆2−∆3
(

δ

z1 − z3

)∆1+∆3−∆2
(

δ

z2 − z3

)∆2+∆3−∆1
∣∣∣∣∣

2

(3.38)

This is the 3-point function required by conformal invariance for three operators of weights
∆i, ∆̄i, with ∆i = ∆̄i. It is worth noting that scale invariance alone is not enough to fix this
form—scale invariance requires only that the total scaling dimension of any term on the right-
hand side be consistent with the total scaling dimension of the fields in the correlator, but
not this particular structure. However Mobius invariance (the global part of the conformal
group) in D = 2 does require this form, essentially because there are no Mobius invariants
that can be built from 3 points. I THINK THIS IS TRUE IN ALL DIMENSIONS - CHECK
YELLOW BOOK.

Starting from the Mobius invariance of the distribution Eq. 2.2 one could presumably
prove that well-behaved correlators must be of this form. The statement is non-trivial
because of the issue of IR divergences; correlators that depend on the IR regulator will not
in general respect this form.

3.7 Four-point function

By now the procedure is familiar. The 4-point function is

〈Vβ1(z1)Vβ2(z2)Vβ3(z3)Vβ4(z4)〉 = exp{−2πγ[
∑

i

(1− cos βi)I
0
i +

∑

i<j

(1− cos(βi + βj))I
0
ij+

∑

i<j<k

(1− cos(βi + βj + βk))I
0
ijk + (1− cos

∑

i

βi)I
0
1234]}

(3.39)

8
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this is the correct conformally covariant 3-point function for a set of 
conformal primaries with dimensions as above

these quantities are IR finite and have consistent and positive 
dimensions, which is non-trivial

Mobius invariance fixes this form for operators of definite weight, 
because the lowest Mobius invariant is the cross ratio of four points
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forging ahead...

The exclusive area integrals are given by, for example,

I0
1 = I1 − I12 − I13 + I123 (3.34)

I0
23 = I23 − I123 (3.35)

The formula for the triple overlap I123 is somewhat complicated, but it cancels in the 3-point
function, because the integrals appear in combinations such as

I0
1 + I0

23 = I1 − I12 − I13 + I23 (3.36)

Therefore the 3-point function simplifies to

〈Vβ1(z1)Vβ2(z2)Vβ3(z3)〉 =

exp {−2πγ [(1− cos β1)(I1 − I12 − I13 + I23)]}× (cyclic permutations)

In terms of the weights ∆i = πγ(1− cos βi) the 3-point function can be written

〈Vβ1(z1)Vβ2(z2)Vβ3(z3)〉 = |exp {−(∆1 + ∆2 −∆3)(I1 − I12)}|2 × (cyclic permutations)
(3.37)

The combination (I1 − I12) is exactly the same as in the 2-point function, so

〈Vβ1(z1)Vβ2(z2)Vβ3(z3)〉 =

∣∣∣∣∣

(
δ

z1 − z2

)∆1+∆2−∆3
(

δ

z1 − z3

)∆1+∆3−∆2
(

δ

z2 − z3

)∆2+∆3−∆1
∣∣∣∣∣

2

(3.38)

This is the 3-point function required by conformal invariance for three operators of weights
∆i, ∆̄i, with ∆i = ∆̄i. It is worth noting that scale invariance alone is not enough to fix this
form—scale invariance requires only that the total scaling dimension of any term on the right-
hand side be consistent with the total scaling dimension of the fields in the correlator, but
not this particular structure. However Mobius invariance (the global part of the conformal
group) in D = 2 does require this form, essentially because there are no Mobius invariants
that can be built from 3 points. I THINK THIS IS TRUE IN ALL DIMENSIONS - CHECK
YELLOW BOOK.

Starting from the Mobius invariance of the distribution Eq. 2.2 one could presumably
prove that well-behaved correlators must be of this form. The statement is non-trivial
because of the issue of IR divergences; correlators that depend on the IR regulator will not
in general respect this form.

3.7 Four-point function

By now the procedure is familiar. The 4-point function is

〈Vβ1(z1)Vβ2(z2)Vβ3(z3)Vβ4(z4)〉 = exp{−2πγ[
∑

i

(1− cos βi)I
0
i +

∑

i<j

(1− cos(βi + βj))I
0
ij+

∑

i<j<k

(1− cos(βi + βj + βk))I
0
ijk + (1− cos

∑

i

βi)I
0
1234]}

(3.39)

8

The charge cancellation condition works as before: I0
1234 is the only infrared divergent quan-

tity, so the correlator is zero unless

∑

i

βi = 2πn (3.40)

Using the charge cancellation condition, the 4-point function is

〈Vβ1(z1)Vβ2(z2)Vβ3(z3)Vβ4(z4)〉 =
∣∣∣∣∣exp

{
−∆1(I

0
1 + I0

234)−∆2(I
0
2 + I0

341)−∆3(I
0
3 + I0

412)−∆4(I
0
4 + I0

123)−
∑

i<j

∆ijI
0
ij

}∣∣∣∣∣

2

(3.41)

where we have defined
∆ij ≡ πγ(1− cos(βi + βj)) (3.42)

Note that due to the charge cancellation condition ∆12 = ∆34.

In the case of four points, the exclusive area integrals are given by

I0
1 = I1 − I12 − I13 − I14 + I123 + I124 + I134 − I1234 (3.43)

I0
12 = I12 − I123 − I124 + I1234 (3.44)

I0
123 = I123 − I1234 (3.45)

I0
1234 = I1234 (3.46)

Using these relations and massaging the expression, the 4-point function can be rewritten

〈Vβ1(z1)Vβ2(z2)Vβ3(z3)Vβ4(z4)〉 =
∣∣∣∣∣exp

{
−

∑

i<j

(∆i + ∆j −∆ij)(I1 − Iij)−
(

∑

i

∆i −
1

2

∑

i<j

∆ij

) (
∑

i<j<k

Iijk − 2I1234 − 2I1

)}∣∣∣∣∣

2

(3.47)

The first sum has the form of a product over six 2-point functions, while the second term
contains a nontrivial function of the positions of the points. To be explicit,

〈Vβ1(z1)Vβ2(z2)Vβ3(z3)Vβ4(z4)〉 =
∣∣∣∣∣
∏

i<j

(zij

δ

)∆i+∆j−∆ij

exp

{
−

(
∑

i

∆i −
1

2

∑

i<j

∆ij

) (
∑

i<j<k

Iijk − 2I1234 − 2I1

)}∣∣∣∣∣

2
(3.48)

The interesting functional dependence on the location of the points is all contained by the
function f(z1, z2, z3, z4) =

∑
i<j<k Iijk − 2I1234 − 2I1.

It is possible to compute the 4-point function in full generality and show that it is
conformally invariant. However, since the distribution of bubbles is conformally invariant,
the 4-point function is guaranteed to be conformally invariant unless infrared divergences
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using Mobius, maparise. Therefore, we will assume conformal invariance and compute the 4-point function with
the four points at

z1 = z (3.49)

z2 = 0 (3.50)

z3 = 1 (3.51)

z4 = ∞ (3.52)

With this assumption, the four-point function is an infinite constant times a nontrivial
function of z,

〈Vβ1(z)Vβ2(0)Vβ3(1)Vβ4(∞)〉 = C

∣∣∣∣∣z
∆1+∆2−∆12(1− z)∆1+∆3−∆13 exp

{
−

(
∑

i

∆i −
1

2

∑

i<j

∆ij

)
I123

}∣∣∣∣∣

2

(3.53)
It now remains to evaluate the integral I123.

3.8 Evaluation of the triple overlap integral

We need to evaluate

I123 ≡
1

π

∫
dr

r3
A123 (3.54)

where A123 is the area contained within the triple overlap of three disks of radius r centered
at the points z1, z2, andz3.

To evaluate this we will need a formula for the area of triple overlap of three circles. In
some cases this reduces to a double overlap, but in situations where the triple overlap is of
triangular type (e.g. a region bounded by the arcs of three distinct circles) the area is REF
KRATKY:

A123 =
1

2

(
A12 + A13 + A23 − πr2

)
+ AT , (3.55)

where AT is the area of the triangle with vertices at the three points.

The triple overlap integral begins to be nonzero at the smallest value of r such that a
disk can cover all three points. This value is called the circumradius Rc. We showed earlier
that

A12(d12, r) = 2r2
(
cos−1(d12/2r)− (d12/2r)

√
1− (d12/2r)2

)
Θ(2r − d12). (3.56)

and we will need to evaluate integrals like

∫ R

Rc

dr

r3
A12(r, |z12) (3.57)

It is helpful to make a change of variables. Define

XXXX UNDER CONSTRUCTION BUT WILL END UP WITH THE FOLLOWING
FORMULAE
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reduces 4-point function to 3 points, but now 
without 3-charge conservation

the cross ratio is z
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4-point function

which gives

Here D2(z) is the Bloch-Wigner function
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This function is invariant under crossing
 symmetry:

For example, using

When z is real (i.e. when all four points are on some circle), 
it reduces to a simple product of powers

one can check that
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However...

there is a problem.  Without the sgn, the functions in the 
exponent are real and analytic for real z between 0 and 1.  
Therefore, the exponent is non-analytic (its fifth derivative 

diverges as z crosses the real axis).

This indicates a problem - this is not yet a true CFT
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Arbitrary Dimension
• One can generalize this theory to any d in the 

obvious way

• the N-point functions can be computed using the 
same techniques. 

• The number operator always has logarithmic 
correlators

• The 2- and 3-point functions are as before, but 
with

• We have not computed the 4-pt function
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free field limit

• Consider taking

• One can re-write the exponent as

• using 

• one can write the correlator as
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free fields
• the correlator is zero unless charge 

conservation holds:

• If it does, the correlator becomes simply

This is the correlator of vertex operators of 
a free field with kinetic term
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central charge

given the partition function Z(R) of a 2-sphere of 
radius R, one can compute the central charge:

(the constant term contains an infrared divergence which will be cancelled by the other
terms) The disturbing aspect of this formula is that without the absolute value sign the
function would be odd under z → z̄; with the absolute value sign it is therefore not a real
analytic function as we drag z across the real axis, even if it is separated from the other
points by a finite distance. For the purposes of expanding at small z, it is convenient to use
polylogarithm identities to get

V123 = const− 1

2

∣∣∣#(2Li(z) + log
z

z̄
log(1− z))

∣∣∣ (7.21)

I believe this formula is correct but there might be a mistake. Due to various branch cuts, I
am most confident that it is correct for z near the real axis, with 0 < $(z) < 1. Expanding it
for finite real part as the imaginary part of z approaches zero, I find that the third derivative
is discontinuous across the real axis.

8 Central charge

Conformal field theories on curved spaces have a conformal anomaly which can be computed
by computing the logarithmic derivative of ln Z with respect to the conformal factor in the
metric. Specifically,

c =
δ (ln Z)

δ (ln R)
, (8.1)

In our case we can easily compute Z on a sphere. The partition function is

Z =
∞∑

n=1

γn

n!

∫
dΩ2

(∫ π−ε

ε

dψ

sin3 ψ
− Λ

)
, (8.2)

where ε is a cutoff on disk size and Λ is a cosmological constant added as a local counterterm
to cancel the leading UV divergence from small ε (as a constant multiplicative factor in Z
it cancels out of all the correlators computed earlier). Computing the integral and restoring
the dimensions gives

ln Z = 4πγ

(
R2

ε2
− ln

ε

R
+ ln 2− 1

6
− ΛR2 +O(ε2)

)
. (8.3)

Setting the counterterm Λ = 1/ε2 cancels the quadratic UV divergence, but the log is a
quantum anomaly that cannot be cancelled with any local counter term. This is precisely
what one expects in a 2D CFT on a sphere, and the central charge is then

c = γN. (8.4)
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eternal inflation?
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Figure 1: Plot showing the two coordinates systems for dS space. The straight (red) lines are
t, x, and the curvy (blue) lines are τ, ξ. The values on the axes are in conformal coordinates
where the vertical axis, tan−1 t, runs from 0 to π/2 and the horizontal axis, x, from −π/2 to
π/2 (with $ = 1).

The transformation to H2 coordinates is

a(τ) sinh ξ cos θ = z,

a(τ) sinh ξ sin θ = t sinh ρ,
(2.7)

a(τ) cosh ξ = t cosh ρ,

ϕ = ϕ.

For radiation domination we have a(τ) =
√

Cτ , with C a constant. This gives a metric in
H2 coordinates

ds2 =
−4t4 + (C2 + 4t2)z2

C2(t2 − z2)
dt2 +

C2t2 − 4z2(t2 − z2)

C2(t2 − z2)
dz2

(2.8)
+

2tz

C2(t2 − z2)
[4(t2 − z2) − C2]dtdz + t2dH2

2 .

The radiation dominated part of the spacetime will be affected by the domain wall and the
collision. Because of the reduced symmetry (relative to de Sitter), we are currently unable
to write down the most general radiation dominated solution with SO(2, 1) invariance.2

However, we expect that at least in a broad class of scenarios the effects on the CMB due to
backreaction will be subleading to the other effects we will study, and so we will use this form
for now. It would be interesting to consider these metric effects in the future, for example
by solving the equations numerically. Such a study is currently in progress [28].

2.2 The Reheating Surface

With these building blocks we can construct our model. Our universe appears as a de Sitter
bubble that collides with another bubble, forming a domain wall along the interface. After

2The problem is equivalent to finding the smooth metric describing a Schwarzschild black hole embedded
in an asymptotically FRW spacetime.

6

• recall that the inside of a bubble is an open 
universe, and slices of constant density are 
hyperbolic 3-space

• Lorentz transformations around the point of 
nucleation are isometries, and an infinite 
boost moves a point to the boundary (which 
contains all the volume)

• It is often argued that inflation cannot be past 
eternal.  Let’s see what the effects of an initial 
condition surface are here
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infinite boost

initial condition surface

viewed from above...

initial condition surface

false vacuum dS

viewed from the side...

all initial conditions look the same after an infinite boost:
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preferred point
• in either sky or global slicing, the effect of an 

infinitely boosted initial condition surface is to pick a 
special point on the sphere which no disk can cover 
- the “persistence of memory”

• choosing this point to be Riemann infinity gives the 
distribution on the plane with no “inside out” disks

• no initial condition would mean there can be disks 
which cover infinity - but this has almost no effect on 
IR safe quantities such as these correlators

• therefore, there does not seem to be a problem with 
past eternal inflation, and one can define a true dS 
invariant (but fractal) equilibrium distribution
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our world, today?

• can we actually see these collisions?

• first, there must be at least one collision in 
our past lightcone

• second, the collision’s lightcone should bisect 
the part of the reheating/last scattering 
surface accessible to us to be easier to detect

• turns out the number of such collisions is

N ∼ γ
√

Ωk(t)(H2

f/H2

i )
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• Observer C is oblivious 
to the collision

• Observer B will detect 
anisotropic redshifts in 
the CMB

• Observer A will detect 
the anisotropic 
redshifts and “see” the 
domain wall directly

• Might see radiation 
from collision itself, or 
from the other bubble.

Null ray

Timelike trajectory

Spacelike surface

Past light cone of B
t

x

S. Chang, MK, T. Levi

effects of one collision
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Asymmetric redshifts

• Photons from different directions travel through different 
metrics, and originate from a perturbed reheating surface

• This leads to a differential redshift as a function of angle.  
Photons that last scatter inside the lightcone versus those 
outside divides the sky into two discs

• There is a preferred direction and dependence only on the 
angle towards it

• One can learn something about the physics of the other bubble 
from the sign and radial dependence of the temperature shift 
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Figure 5: Plot of surfaces of constant φ at late times for N∗ = 60, α = 0.3, tc = 1, µ = 1,
and k = 0. The blue lines are the surfaces if no collision had occurred, while the red lines
are the actual surfaces. Black lines are the bubble walls (projected forward as if there were
no collision) and the green line is the domain wall. This plot is in the same coordinates as
Fig. 1.

In region II we solve for φ using the H2 coordinates, as it is in these coordinates that the
boundary conditions on the domain wall and collision lightcone are simple. Since the field
is constant on the H2 we have

!φ = −
1

t2
∂t

[

t2(1 + t2)∂tφ
]

+
1

1 + t2
∂2

xφ = µφ. (3.12)

The general solution is

φ(t, x) = f(x − tan−1 t) −
1

t
f ′(x − tan−1 t) + g(x + tan−1 t) +

1

t
g′(x + tan−1 t)

−
µ

6
ln(1 + t2), (3.13)

where f and g are arbitrary functions and the primes denote derivatives with respect to the
argument of the respective function. At large t, this is given by

φ(t, x) ≈ f(x + 1/t) −
1

t
f ′(x + 1/t) + g(x − 1/t) +

1

t
g′(x − 1/t) −

µ

3
ln t. (3.14)

3.4 Matching Solutions

We have the general solution for the scalar field in the H2 symmetric background, as well
as the solution in region I (3.10), before the collision. To find the particular solution for
φ in region II we make use of two boundary conditions: the field must be continuous at
the radiation line, and it must equal a constant at the domain wall, φ|domain = k. Since
reheating occurs after inflation we can use the late time approximations to the general
solutions. Carrying out these steps is somewhat technical; the details are in appendix A.

In Fig. 5 we draw an example with N∗ = 60, tc = 1, α = 0.3, µ = 1, and k = 0. The
presence of the domain wall causes the surfaces to “curl up”, eventually going null and then
timelike. That part of the spacetime is very strongly perturbed by the collision—inflation
and reheating will not occur there, and the linear techniques used in this paper do not apply.
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Fig. 1.— Image showing an azimuthal projection of a 22◦ × 22◦ patch from the WCM HEALPix map with resolution nside = 256,
centered on the Spot and in µK. In the first row we have the 1–year and 3–year images of the Spot in real space, whereas in the second row
the Spot is shown at wavelet scale R9. The image is divided in 1024 × 1024 pixels and the y-axis is oriented in the Galactic north-south
direction.

one. Coadding the three years of observations reduces
the instrumental noise. The 3–year maps have ≈ 3 times
lower variance. Refinements in gain calibration and beam
response models have been implemented and a new fore-
ground reduction technique has been used. The latter
seems to provide a better correction than the one ap-
plied to the first year data. As discussed in C06 the
Galactic foreground estimation is a very important issue
in Gaussianity analyses. The exclusion masks defined by
Bennett et al. (2003b) have not been modified, except
for the inclusion of 81 new point sources in the kp0 mask.
This mask excludes the highly contaminated pixels close
to the Galactic plane.

Despite these changes the 3–year maps have been found
to be consistent with the 1–year maps by the WMAP
team.

V04 and C05 performed a very careful analysis in or-
der to study the power spectrum and noise dependence
of the kurtosis and cold Area estimators. Considering
different power spectra within the 1σ error band of the
1–year data, the differences in the significance of the kur-
tosis were found to be negligible (see Figure 11 in V04).
The Area of a particular spot was neither affected by
the power spectrum (see section 5.3 in C05). The results
were almost noise independent. The convolution with
the SMHW reduces considerably the noise contribution.
Even if similar results are expected, we perform 10000
Gaussian simulations of the 3–year coadded data follow-
ing the same steps as for the 1–year simulations. The
only differences between the 3–year and the 1–year sim-
ulations are a lower noise contribution and a very slight
variation in the power spectrum used to generate the

– 11 –

Fig. 1.— Upper panels: (a)-(d) Monopole and dipole terms for θSZ = min[(1, 2, 4, 6) ×
θX−ray, 30′] with 1-σ standard deviations. Values at the maximal aperture, which have the

lowest monopole term, are marked with filled circles. The averaged monopole and dipole
components are weighted with statistical uncertainties. The statistical significance of the
KSZ component improves as more of the cluster pixels producing the signal are included at

higher z. The noise of our measurement of the dipole at 1.8(Ncl/100)−1/2µK with three-year
WMAP data is in good agreement with the expectations of KA-B. Lower panel. (e) - Outer

z-bins with signal measured at >
∼
2σ. Filled circles show the values from Table 1 of KA-BKE

at the maximal aperture vs the median z; open symbols show the same vs the mean z. The

two symbols are connected to show the uncertainty in the scale on which the flow is probed.
Signal recovered at θSZ = min[(1, 2, 4) × θX−ray, 30′] is shown with 1σ error bars; from left
to right in order of increasing aperture. The values are slightly displaced around the true

zmedian for clearer display. (f) - Comparison between theoretically expected bulk flow and
the measurements. The rms bulk velocity for the concordance ΛCDM model which best

fits the WMAP 3-year data for top-hat (solid line) and Gaussian (dashes) windows; shaded
region marks the 95% cl from cosmic variance. The results of this study, translated into

km/sec using
√

C1,100 = 0.3µK, are shown with 1-σ errors vs the mean/median redshift of
the clusters in each cumulative z-bin. The horizontal bars connect zmean with zmedian. The
results in shells from Table 1 in KA-BKE are omitted in this comparison because of the

theoretical windows plotted, but they show that the motion extends to mean redshift >
∼
0.18

well beyond the horizontal range of the figure.

From The non-gaussian cold spot in the 3-year 
wmap data.

M. Cruz, L. Cayon , E. Martinez-Gonzalez, P. 
Vielva, J. Jin

From  A measurement of large-scale 
peculiar velocities of clusters of galaxies: 
results and cosmological implications.

A. Kashlinsky, F. Atrio-Barandela, D. 
Kocevski, H. Ebeling 

Some interesting anomalies...
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end
• many of the conceptual difficulties with dS seem to be 

ameliorated by this formalism, which...

• defines (globally) conformally invariant correlation functions 
with positive definite conformal weights

• but the 4-pt function is bad - fixed by integrating over 
shape, interactions, gravity?

• has a Gaussian limit when the bulk decay rate is large

• central charge is proportional to the decay rate

• standard FT UV cutoff behavior, dual to bulk

• observable at least to census taker, maybe to us

• applications to percolation/condensed matter?


